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In this paper we develop an analytical set of equations to describe the motion of 
discrete dynamical systems subjected to holonomic and/or nonholonomic Pfaffian 
equality constraints. These equations are obtained by using Gauss's Principle to 
recast the problem of the constrained motion of dynamical systems in the form of 
a quadratic programming problem. The closed-form solution to this programming 
problem then explicitly yields the equations that describe the time evolution of 
constrained linear and nonlinear mechanical systems. The direct approach used here 
does not require the use of any Lagrange multipliers, and the resulting equations 
are expressed in terms of two different classes of generalized inverses—the first class 
pertinent to the constraints, the second to the dynamics of the motion. These equa­
tions can be numerically solved using any of the standard numerical techniques for 
solving differential equations. A closed-form analytical expression for the constraint 
forces required for a given mechanical system to satisfy a specific set of nonholonomic 
constraints is also provided. An example dealing with the position tracking control 
of a nonlinear system shows the power of the analytical results and provides new 
insights into application areas such as robotics, and the control of structural and 
mechanical systems. 

1 Introduction 
D'Alembert's principle, which gives a complete conceptual 

solution to problems of classical mechanics, hinges upon the 
first-order virtual work done by the impressed (given) forces 
and that done by the forces of inertia (Lanczos, 1970). The 
former can often be expressed in terms of the variation of a 
potential energy function (Lanczos, 1970). By integrating with 
respect to time, the virtual work done by the forces of inertia 
can be transformed into a true variation (Rosenberg, 1972). 
Thus for holonomic systems, D'Alembert's principle can be 
reformulated as Hamilton's variational principle, which re­
quires that a definite integral be stationary (Lanczos, 1970). 
The set of Lagrangian equations of motion that follow remain 
invariant under arbitrary, one-to-one point transformations. 

It was in 1829 that Gauss (1829) gave an aesthetic and in­
genious reinterpretation of D'Alembert's principle, changing 
it into a true minimum principle. This principle is applicable 

The names of the authors are listed in alphabetical order. 
Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF APPLIED 

MECHANICS. 

Discussion on this paper should be addressed to the Technical Editor, Pro­
fessor Leon M. Keer, The Technological Institute, Northwestern University, 
Evanston, IL 60208, and will be accepted until four months after final publication 
of the paper itself in the ASME JOURNAL OF APPLIED MECHANICS. 

Manuscript received by the ASME Applied Mechanics Division, July 5, 1991; 
final revision, Oct. 30, 1991. Associate Technical Editor: R. L. Huston. 

to systems with general constraints, including configuration 
constraints (Rosenberg, 1972). Gauss argued that the deter­
mination of the motion of an n-degree-of-freedom system in 
which positions and velocities were known, hinged on our 
ability to determine the accelerations under the given applied 
forces. He formulated the principle of "least constraint" for 
describing the motion of mechanical systems. This principle 
is closely analogous to his celebrated "method of least squares," 
a method he developed and applied to the adjustment of errors 
in measurements. Unlike Hamilton's principle, the principle 
of least constraint has the additional advantage of not requiring 
any integration in time. Hertz gave a geometrical interpretation 
of Gauss's principle for the special case when the impressed 
forces vanish (Hertz, 1917). He showed that in this case Gauss' s 
"constraint" can be interpreted as the geodesic curvature of 
the configuration point in 3«-dimensional space. Appell and 
Gibbs (see Pars, 1979) further extended the principle to apply 
to nonholonomic conditions and in cases where it may be 
advantageous to use kinematical variables (Lanczos, 1970). 
They used the idea of pseudo-coordinates (see, Pars 1979) 
which has, more recently, been again explored by Shan (1975)2. 
Synge (1926) has also provided an alternative set of equations 
of motion of nonholonomic systems in terms of the geometry 
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of the resultant trajectories. As such, his formulation is dif­
ficult to directly apply to engineering problems. 

From a practical standpoint, however, the computational 
difficulties of directly solving a minimization problems at each 
instant of time to describe the motion of a mechanical system 
made Gauss's principle unattractive at the time. This caused 
mechanicians of the late 18th, 19th, and 20th centuries to 
expound on, and mainly utilize the methods of Jacobi and 
Hamilton in the solution of problems in mechanics. Modern 
day texts in classical mechanics usually concentrate on these 
two latter approaches (e.g., Arnold, 1980), often relegating 
Gauss's principle to the position of a theoretically insightful 
approach, yet practically speaking, an unusable novelty. 

In this paper we show that with our improved understanding 
of generalized inverses of rank-deficient matrices, Gauss's 
principle may offer a new, direct and oftentimes simpler ap­
proach to handling complex problems in mechanical systems. 
This is true in particular where nonholonomic and rheonomic 
constraints may be present. The key idea is that Gauss's Prin­
ciple allows us to reformulate the equations of motion of 
constrained mechanical systems as a quadratic programming 
problem. In this paper we solve this quadratic programming 
problem, and thereby obtain a new set of explicit equations 
governing the motion of constrained, discrete dynamical sys­
tems. In contrast with the hereto used standard approach, 
which requires the use of Lagrange multipliers (e.g., see Ro­
senberg, 1972) or an expanded set of coordinates (Appell, 
1925), the new approach developed here does away with the 
need for Lagrange multipliers. Furthermore, these equations 
are valid for both holonomic and nonholonomic constraints 
thereby treating both these types of constraints with equal 
consideration, and ease. The paper thus presents a unified 
approach to the handling of equality constraints in the ana­
lytical mechanics of discrete systems. In addition, an explicit 
expression is provided for the determination of the forces-of-
constraint required so that a discrete mechanical system sat­
isfies a given set of nonholonomic constraints. 

Wang and Huston (1989) have looked at the representation 
of the equations of motion for nonholonomic systems, more 
from a matrix algebra standpoint. They also obtain equations 
of motion which do not involve any Lagrange multipliers. The 
equations obtained in this paper are, in a sense, generalizations 
of their results because we present the results in terms of non­
specific generalized inverses which belong to certain classes. 
With the flexibility of choosing any generalized inverse from 
a given class of inverses, specific generalized inverses suitable 
for specific problem situations can often be found quickly and 
efficiently. 

In Section 2 we present a simple, short derivation of Gauss's 
principle for nonholonomic systems. The constraints are taken 
to be in Pfaffian form. The exposition in this section, we belive, 
is not available in the current literature (e.g., in Whittaker 
(1917), Synge (1926) and Pars (1979)), and provides some new 
insights. In Section 3 we use the results obtained in Section 2 
to provide an exact solution to the constrained quadratic min­
imization problem governing the motion of constrained, dis­
crete mechanical systems. In Section 4 we obtain explicit 
expressions for the constraint forces needed to satisfy the im­
posed constraints. Explicit equations for systems subjected to 
nonholonomic constraints are also provided. Section 5 illus­
trates our results using three numerical examples. The first 
deals with nonholonomic constraints, the second with the non­
linear oscillations of a pendulum subjected to nonlinear con­
straints. The third deals with the determination of the forces 
of constraint that need to be imposed on an oscillatory system 
described by a coupled Duffing's oscillator so that a specified 
time-dependent trajectory (constraint) is followed in config­
uration space. This latter example shows the power of our new 
formulation to possible applications in the field of robotics 
and position-tracking control of mechanical systems. 

2 Gauss's Principle 
Consider a holonomic mechanical system with /3-degrees-of-

freedom whose generalized coordinates are qx, q2, qit . . , q„. 
The Lagrange equations describing the motion of the system 
may be written as 

d (df\ dT 
(1) 

where T denotes the kinetic energy and Qr is the generalized 
impressed force. The kinetic energy can be expressed as 

T=- 2 augiqJ+^bi9>+c' (2) 
'. J= i 

where, in general, the ay and b, and c are functions of the 
generalized coordinates and time. 

Assume now that the system is subjected to an additional 
p{p < n) independent nonholonomic, Pfaffian constraints of 
the form 

2 akrdqr + l3kldt = 0, k = 1, 2, . . , p (3) 

where akr and fik, are functions of the generalized coordinates 
and time. We note that the constraints may be scleronomic or 
rheonomic, catastatic or a catastatic (Rosenberg, 1972). These 
p constraints may be thought of as imposing additional con­
straint forces, Qj, on our system, thereby altering the set of 
Eqs. (1) to 

•Qr+Qr,r=l,2, . 
d_ fdT\_ar 

dt \dqrj dqr~ 

Expanding the first term in Eq. (4) we get 

n. (4) 

•ŝ n •• , -̂ -i dars . . -̂ n da, 
= ZjarsQs+2J^-qJqs+2_l 

s = l y ,s=l °qJ s=\ dt 

"db"dbr . 

s=l 7 - 1 ^J 

Expanding the second term we similarly get 
dT l " a„,y . . " dbi . dc 
dqr 2 p1 dqr fr[ dqr dqr 

(5) 

(6) 

Denoting q: = [qx q2q3. . q„]T, and substituting expressions 
(5) and (6) in relation (4), we obtain Lagrange's equations as 

Aq +f(q,q,t) = Q + Q', q(0) = q0, q(0) = q0 (7) 

where the vector function/is in general a nonlinear function 
of its arguments and Q: = [Qu Q2, . . . , Q„]. The vector Q' 
is similarly defined. The n X n matrix A is positive definite 
and symmetric, and is related to the inertial properties of the 
system (Rosenberg, 1972, pp. 202). 

Given the generalized coordinates and the generalized ve­
locities qr and qn let q'r be any kinematically admissible ac­
celeration which satisfies the/7 nonholonomic constraints given 
by equation set (3). Thus, the set {qr, qn qr) satisfies the 
differential constraint equations 

£ <*klq'r + S E ^ QsQr+ J j ~ q, 
r=\ r=\ s = l 0<Js s=l " ^ 

+S^lM.*^.. dt 
,P- (8a) 

Furthermore, if qr are the actual generalized accelerations 
of the mechanical system satisfying both the Lagrange equa-
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tions and the constraints (3), then the set (qn qr, qr) satisfies 
the set of equations 

«*rft + ^j 2j -J- QsQr+ IJ - ^ ft 
r = l r = l . t=l " « 1 = 1 3ft 

+ 2 ^ f t + ̂  = 0,*=l,2, . . . , p . (86) 
a? dt 

Subtracting the corresponding equations from the sets (8a) 
and (8£>), we obtain 

J] otkr(qr - f t ) =0, £= 1, 2, . . . , p. (9) 

Thus, 

bqr = q'r~q„ r= 1, 2, . . . , n, (10) 

are kinematically admissible instantaneous variations of the 
acceleration; i.e., virtual accelerations which are consistent 
with the nonholonomic constraints. Thus, by D'Alembert's 
principle, the total virtual work done by the forces of con­
straint, Q!, under these virtual accelerations equals zero. This 
requires 

f)a'i«,=i]a'(*-j,)=[ef(?'-?)=o, ai) 
r = l r = l 

where in the last expression we have denoted Q' = [Q[, Q2' 
Qi • • Q'nY- Using Eq. (7), this in turn entails 

(12) [Aq+f(q, q, t)-Q]T(q'-q) =0. 

This condition is equivalent to 

[Aq'+f(q, q, t) -Q]TA~l[Aq' +f(q, q, t)-Q] 

= [Aq+f(q, q, t)-Q]TA-l[Aq+f(q, q, t)-Q] 

+ (qr-qr)
TA(qr-qr). (13) 

Since A is positive definite, the second term on the right-
hand side is always positive. Hence, we obtain the condition 
that the generalized accelerations, qr(t) of the constrained 
mechanical system are such as to minimize 

\\J{q(t)\q(t),q(t)}f2: = )\A~U2[Aq(t) 

+Aq,q,t)-Q\H (14) 

at each instant of time t, while satisfying the set of constraints 
(3). We note that both qr(t) and q(t) are known at time /. 

We have thus reduced the problem of the determination of 
the evolution of a mechanical system subjected to given forces 
to that of solving a constrained quadratic minimization prob­
lem at each instant of time. We note that while the expression 
J in (14) may be nonlinear in terms of the generalized coor­
dinates and velocities, it is always linear in the unknown ac­
celerations. 

We point out here that were we to have chosen rectangular 
coordinates (xh yit zi), i = 1, 2, . . , n, for the 3« degrees-
of-freedom of a discrete system of n masses m,, /' = 1 , 2 , . . , 
n then expression (14) would reduce to 

Y\ m\xr -( + mr)yr—- + mr)zr-—[ , (15) 

where Xn Yn Zr, refer to the x, y, z-components of the im­
pressed forces on mass mr. This expression was first ennuciated 
in words by Gauss (1829) who called it the ' ' constraint,'' thereby 
ennuciating the "principle of minimum constraint" (Whit-
taker, 1917). It was further elaborated on by Hertz (1917) and 
many others. 

Since the forces of constraint Q' satisfy Eq. (7), the min­
imization in (14) can also be expressed as 

Minimize (IU 1/2 
Q'\ (16) 

Thus, we see that for the mechanical system to satisfy a 
given set of constraints at each instant of time, Gauss's prin­
ciple requires that at each instant the norm.of the constraint 
forces Q' weighted with respect toA'1/2be minimized—hence 
the name, the principle of minimum constraint. In addition, 
the p constraint equations need to be satisfied. We show in 
the next section how this minimization can be carried out 
explicitly and also the explicit expression that can be written 
down for the constraint forces. 

3 Solution of the Constrained Quadratic Minimization 
Problem 

Using Gauss's Principle, we have thus reduced problems in 
mechanics to finding the accelerations qr(t) at each instant, 
/, given q(t) and q{t), so that we require to 

Minimize (\\A-1/2[Aq(t) +f(q, q, t)-Q}\\\}, (17) 

while satisfying the constraints (8b). These constraints are 
again linear in the accelerations and can be written in matrix 
form as 

Dq(t)=g{q(t),q(t),t] (18) 

where we have denoted by D thsp x n matrix [a]y and by g 
the vector containing the remainder of the terms in Eq. (8b). 
The right-hand side of Eq. (18) is known. For convenience, 
we shall now drop reference to the independent variable /, 
remembering that Eqs. (17) and (18) need to be satisfied at 
each instant of time. The solution of the consistent set of Eqs. 
(18) is obtained as (Rao and Mitra, 1972) 

q = D~g+(I-D-D)h (19) 

where the n x p matrix D~ is any generalized inverse (g-
inverse) of D which satisfies the relation 

DDD = D. (20) 

The vector h is arbitrary. Substituting relation (19) into relation 
(17), we obtain 

(21) Min WHh-zWl 
h 

where 

and 

H=AW2(I-D~D): =AW2H, (22) 

z=-lAW2D-g + A~U2(f-Q)} (23) 

For brevity, we have dropped the arguments of the vector 
function/. We next obtain the solution, h, of the least squares 
problem (21) as (Rao and Mitra, 1972), 

h = Hfsz+(I-HrsH)w, (24) 

where the matrix Hf s is the generalized ' 'least-squares" inverse 
defined as satisfying the relations 

and 

(HHiH)=H, 

[HHfs] 

(25) 

(26) = HHis. 

The vector w is again an arbitrary vector. 
Using expression (24) in (19), we thus obtain the explicit 

solution to the constrained minimization problem given by Eqs. 
(17) and (18) as 

q = D~g+ (I-D~D) [Hfsz+ (I-HfsH)w) (21a) 

= D-g+ (I-D~D)Hrsz+ (I-D~D)w- (I-D~D)HfsHw. 
(21b) 

We now express the matrix H, as in Eq. (22), by Al/2H. The 
least squares g-inverse, / /&, can now be expressed as 

Hrs:=HfsA-y2= (I-D-D)TsA-m, (28) 
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where 

HHfsH=H, and [HHfs]
TA=A[HHfs]. (29) 

Relations (29) follow from the definition of Win Eq. (22) and 
that of i//7 in relations (25) and (26). Using relation (28) in 
(27b), we observe that the last two terms on the right-hand 
side cancel out, yielding 

c/ = D-g+(I-D-D)Hfsz (30a) 

= D~g- (I-D'D) {I-DD)is{D~g+A-x(f-Q)). 
(30ft) 

We have thus obtained explicit expressions for the accel­
erations at time t for the constrained motion, given the gen­
eralized coordinates and velocities. 

Heuristically speaking, the inverse, D , comes about (and 
is related to) to the constraints on the mechanical system, while 
the inverse, H^, comes about (and is related to) the motion 
of the dynamical system. These two inverses employed in 
expression (30o) are in general different in nature from each 
other (Rao and Mitra, 1972). The matrix D refers to any g-
inverse of D (i.e., satisfying relation (20)), while the matrix 
Hj~s refers to any "least-squares g-inverse" of H (satisfying 
relations (25) and (26)). From a practical standpoint, the flex­
ibility of choosing any g-inverse belonging to the requisite 
classes stated above is a useful advantage in obtaining the 
equations of motion of complex dynamical systems, for, de­
pending on the situation at hand, certain g-inverses are easier 
to determine than others. 

For example, a possible candidate for H^ might be 
[HTH]HT. Another might be the often-used Moore-Penrose 
(MP) inverse. However, the MP inverse is an element of both 
the set of g-inverses and the set of least squares g-inverses, 
and is a useful candidate because of the several computer codes 
available for its ready determination. The MP inverse can thus 
be used for both D and Hj~s in Eq. (30«). 

Even if the matrix D has rank/?! < p, we are assured (Lawson 
and Hanson, 1974) that the accelerations thus obtained are 
unique because the matrix A is of rank n. However, when/?! 
< p, the equation set (18) may not be consistent (Dahlquist 
and Bjorck, 1974) for all right-hand sides g. When the rank 
of D is p, a unique solution to the constrained minimization 
problem exists for all g. 

4 Explicit Form of Constrained Equations of Motion 
and the Constraint Forces 

We have obtained in Eq. (30) an explicit expression for the 
generalized accelerations at time t, given the generalized co­
ordinates and the velocities. Using this, we can therefore ex­
press the constrained equations of motion, valid at any time, 
/, for a general system in first-order form, as 

d_ 
dt 

with q(Q) 

= q0, q(0)-
D-g+(I-D-D)Hiz 

q0. (31) 

The quantity z is defined in Eq. (23). We note this explicit set 
of equations for the system include the effects of the Pfaffian 
constraints. They can therefore be thought of as the new equiv­
alent equations of motion; they constitute a generalization of 
the equations found in Wang and Huston (1989). 

The equation set (31), which in general will be nonlinear, 
can now be numerically solved using any of the standard nu­
merical integration schemes, such as the fourth-order Runge-
Kutta method, or other methods like the predictor corrector 
methods. The right-hand side of Eq. (31) guarantees that the 
accelerations satisfy both the constraints and Gauss's Principle 
simultaneously at each instant of time. 

Furthermore, comparing Eqs. (7) and (30a), the forces of 
constraint can also be explicitly written as 

Q' = (I-AXA-1)[f(q,q,t)-Q] + A(I-X)D-g, (32) 

where we have denoted by the matrix X the quantity (/ -
DD)HfsA

in. Often the constraints require that the system 
follows a given trajectory in configuration space. The con­
straint forces can then be thought of as the control forces 
necessary to cause the system to follow this particular trajec­
tory. 

The satisfaction of the constraint equations at each instant 
of time for the mechanical system entails the development of 
constraint forces which, at each instant of time, satisfy Eq. 
(16); the constraint forces Q', by Guass's Principle, must there­
fore minimize \\A~U2Q'II . We note the the constraint forces 
acting at any instant, thus require for their determination noth­
ing other than the displacement and velocity information at 
that instant, along with information about the constraints, at 
that specific instant. These forces of constrain can hence be 
determined at each time instant as the system's dynamics evolve. 
This makes the approach useful in real-time control, especially 
when the complete constrained trajectory is not known a priori. 
Thus, use of relation (32) may be made in the determination 
of real-time control required for tracking a given trajectory. 

Equation (32) also shows that, in general, the control force 
vector, Q', is dependent on q, q, and /, and therefore con­
stitutes closed-loop control. We note that the elements of mat­
rices D and A depend on the coordinates q, and time. Similarly, 
elements of the vector g depend on qh <j, and time. In certain 
special situations the elements of D, A, and g may depend 
solely on time; then, the second term on the right-hand side 
of Eq. (32) is not dependent on qit and q: and may be thought 
of as the feed-forward component of the total control force 
which is required to generate the constrained motion. Thus, 
in this special case, the control force may be thought of as 
being composed of a feedback control force (the first term of 
Eq. (32)) and a feed-forward control force. 

5 Numerical Examples 

In this section we consider three examples, the last two of 
which are numerical. The first deals with the constrained mo­
tion of a particle free of any "given" forces, where the con­
straint is nonholonomic. The second deals with the large 
amplitude motion of a planar pendulum. The pendulum bob 
is provided with two degrees-of-freedom and a constraint re­
lation is provided on the length of the pendulum. We first 
constrain the length of the pendulum to be a constant. We use 
this example as a base line to check our results with the direct 
use of Runge-Kutta integration where the angle coordinate is 
used to preserve the length constraint. We next consider a more 
general, nonlinear constraint on the length of the pendulum. 
The third example is related to the problem of controlling a 
dynamical system (e.g., a machine tool) so that it follows a 
given trajectory. Here we show the ease with which the feed­
back tracking control force can be obtained using Eq. (31). In 
all the computations, a variable-step Runge-Kutta integration 
scheme is used with a local error tolerance of 10"10. The Moore-
Penrose inverse is used for each of the generalized inverses in 
Eqs. (31) and (32). 

(1) Consider the motion of a particle of unit mass, free of 
any "given" forces, moving in three-dimensional euclidean 
space (ql = x, qi = y, q?, = z). Let the particle be subjected 
to the nonholonomic, catastatic constraint 

y=zx. (36) 

At time t = 0, the initial conditions of the particle are 
compatible with this constraint. We want to find the equations 
of motion for the particle for t > 0. 

The system has two degrees-of-freedom; yet, the nonholon­
omic nature of the constraint requires three coordinates for a 
specification of the system's configuration. This example is 
taken from Rosenberg (1972, p. 204). Since there are n o ' 'given" 
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Fig. 1 Response of a pendulum of constant length to large amplitude 
motions using the new constrained equations of motion 

forces, Q= / = 0. The matrix D = [~z 1 0] here, and the 
matrix D~ = {1/(1 +z2) ] [-Z 1 0]T. The matrix A and the 
vector g are scalars equal to unity and zx, respectively. The 
vectors/and Q are zero, and the MP inverse of (/ - D~D), 
obtained by using full rank factorization, is given by 

— ^ - ^ - T O 
(\+z2) (l+z2) 

(I-D~D) + 

(1+z2) (l+z2) 
(37) 

Using Eq. (29), we obtain explicitly the constrained equations 
of motion as 

zx 
'(l+z2) 

(38) 

which are, of course, the same as Rosenberg's result. 
(2) Using rectangular axes in an inertial frame of reference, 

we can express the motion of the pendulum bob in the x and 
^-directions (y taken downwards) as 

mx = 0, my = g; x(0) = y(0) = 0, x(0) = a, y(0) = L, (33) 

along with the constraint given by 

Fig. 2 Response of a pendulum with nonlinear constraints with n = 
- 0.1 and a = 4.0 

The value of m is taken to be unity, that of L was chosen to 
be 20 units, and that of g to be 4ir. Figures 1 (a-d) show the 
results obtained by using Eq. (31), for « = 20 units, with n = 
0. The fourth-order Runge-Kutta scheme (RK) was used. The 
oscillations are in the nonlinear range; the maximum angle 
made by the pendulum bob with the vertical during the oscil­
lation being about 80 degrees. These results are the same (to 
within the error tolerance) as those obtained using the direct 
Runge-Kutta (RK) integration taking the angle of rotation 
(about the vertical) of the pendulum bob as the generalized 
coordinate. Figures 1 (e) and 1 (/) show the phase plots in the 
x-x and the y-y planes. Figure 1 (g) shows the extent to which 
the constraint is satisfied during the numerical computations. 
Here, the error is defined as the difference between the left-
hand side and the right-hand side of Eq. (34), a quantity which 
should theoretically be zero. 

Figures 2(a-d) show the response of the system when a = 
4and/i = - 0 . 1 . We again integrate Eqs. (31)usingthe fourth-
order RK method. Figures 2(e) and 2(f) show the phase plots. 
As before, Fig. 2(g) shows the error in satisfying the con­
straint. 

Figure 3 shows the phase trajectories of the same system 
starting with different initial velocities, a = 0.5, 1,2, and 4. 

(3) The third example deals with a coupled, damped Duf-
fing's oscillator described by the equations 

x2+y2- L2{1 

mix1 + k,(Xi-x2) +ci(xi-x2) +ki(xi-x2)
3 = 0 

m2x2 + k2x2- ki(xi - x2) + c2x2- c^x i 
(35a) 

•/zsin(jr)] (34) ~x2)+k2x
i
2-kl(xl-x2y = 0, (35b) 
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Fig. 3 The phase plots for p. = - 0.1. Figs. 3(a) and 3(d) show the 
response for a = 0.5; Figs. 3(c) and 3(d) show the response for a = 1.0; 
Figs. 3(e) and 3(r) show the response for a = 2; and, Figs. 3(g) and 3(h) 
show the response for a = 4.0 

with 
x{(0) = a, x2(0) = b, x{(0) = c, and Xi(0) = d. 

We aim to determine the tracking control forces required 
so that the relative displacements of the masses are constrained 
to follow the exponentially decaying sinusoidal trajectory given 
by 

xl(t)-x2(t)=Ae~c"sm((,it). (35c) 

The parameters describing the system and its constraints are 

m{=2, m2=\, Ari = 10, k2= 12, ki = l, k2 

= 2, ci = 0.1, c2 = 0.15,A = l, CO = 2TT. 
The initial conditions are taken to be a = 1, b = 1, and d 

= 2. We note that the initial conditions must satisfy the con­
straints and hence the parameter c is determined from d and 
Eq. (35c). Figures 4(a) and 4(b) show the time histories of 
the displacement and velocity, obtained by integrating Eq. (31), 
when the parameter a equals 4 in Eq. (35c). The solid lines 
show quantities relevant to the " 1 " coordinate (i.e., to mass 
mi), and the dashed lines show quantities relevant to the "2" 
coordinate (i.e., to mass m2). Figure 4(c) shows the control 
forces (/i and/2), calculated using Eq. (32), required to be 
applied to masses m\ and m2, respectively, to track this tra­
jectory appropriately in configuration space. Figure 4 (d) shows 
the computed value of [x\(t) - x2(t)]. We find (see, Fig. 
5(a)) that the constraint is tracked to within an error (i.e., 

Time 

Fig. 4 Figures 4(a) and 4(b) shows the constrained response of the 
coupled Duffing's Oscillator, with a = 4.0; Fig. 4(c) shows the two com­
ponents of the control force needed to have the system follow this 
constrained trajectory; Fig. 4(d) shows [x,(f) - x2(f)]. Figures 4(e-h) show 
similar results when the constraint is enforced with a = 0.4. 

, x l O " ; XlO'" 

Time Time 

Fig. 5 (a) position tracking error for « = 4; (b) position tracking error 
for a = 0.4 

LHS-RHS of Eq. 35(c)) of 10~9, a number consistent with 
the local error tolerance level of 10"10 used for the RK inte­
gration. Figures 4(e-h) show similar results when the value 
of a in Eq. (35c) is now taken to be 0.4. All other parameter 
values are left unchanged. As before, the solid lines show 
quantities relevant to the " 1 " coordinate and the dashed lines 
show quantities relevant to the "2" coordinate. The error in 
tracking this trajectory is shown in Fig. 5(b), and is again 
found to be of the order of 10"9. 

6 Conclusions and Discussion 
This paper deals with discrete, dynamical systems which are 
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subjected to Pfaffian, holonomic, and nonholonomic con­
straints. By using Gauss's Principle of Least Constraint, we 
have recast the Lagrange equations which describe the con­
strained motion of such a system in the form of a quadratic 
programming problem. In this paper we present an explicit 
analytical solution to this constrained quadratic minimization 
problem and thereby obtain an exact and explicit set of equa­
tions that describe the constrained motion of discrete, me­
chanical systems subjected to Pfaffian constraints. These 
equations can be numerically integrated using standard nu­
merical techniques like the Runge-Kutta and Predictor-Cor­
rector methods. 

We summarize our finding as follows: 
1 We have used Gauss's Principle to obtain a new concep­
tualization of the equations of motion of a constrained, discrete 
dynamic system. The equations of motion that we develop, 
directly yield the time evolution of the system; we do away 
with the need to use any Lagrange multipliers. Thus Gauss's 
principle, though largely neglected by the mechanicians of this 
century, is shown to yield significant insights into the dynamics 
of constrained systems. 
2 Besides its aesthetic appeal, the method proposed herein has 
special advantages when working with nonintegrable con­
straints. In fact it does away with the somewhat unnecessary 
categorization of Pfaffian constraints into: (a) holonomic and 
nonholonomic constraints and (b) rheonomic and scleronomic 
constraints—the approach being able to handle all these types 
of equality constraints with equal ease. The equations devel­
oped here can be used in situations where the derivation of 
the equations of motion (using Lagrange multipliers) for con­
strained systems may become cumbersome and/or difficult to 
implement computationally. The approach thus provides a 
conceptual and practical simplicity in the formulation of the 
equations of motion of complex mechanical systems, because 
the constraints can be explicitly handled as additional equations 
whose effect can be directly incorporated in the equations of 
motion. The flexibility that this formulation affords in the 
specific choices of the generalized inverses D~ and H^, is an 
added feature which is new, and particularly helpful from a 
practical standpoint. Response sensitivity studies related to 
altering the constraints can thus be easily carried out. 
3 Even for systems, where it may be possible to eliminate 
certain variables directly from the equations of motion, the 
method provides a direct and more aesthetic approach by not 
favoring any particular subset of coordinates over any other. 
4 The explicit expressions obtained for the constraint forces 
may be used to advantage when dealing with the determination 
of control forces required to control a system so that it follows 
a certain trajectory in configuration space, or more generally, 
satisfies a given set of Pfaffian constraints. Such problems 
arise in many areas of application, like position tracking of 

machine tools (Tomizuka, 1987) and robotic manipulator con­
trol (Seraji, 1987). 

Furthermore, we obtain the additional insight from Gauss's 
Principle that for the system to satisfy the constraint equations 
at each instant of time, a specific quadratic function of the 
constraint forces, namely, Q'TA~lQ', must be minimized at 
each instant of time. This sheds light on the reason why least-
squares formulations of the tracking control problem have 
often not led to proper trajectory tracking when minimizing 
the integrals of "general quadratic functions of the control 
forces. 
5 The three examples considered here illustrate that the ap­
proach may be useful in answering the two commonly occur­
ring problems in particle mechanics (Rosenberg, 1972): (a) 
finding the response of mechanical systems subjected to general 
types of time-dependent, Pfaffian equality constraints and (b) 
finding the control forces required to be imposed on a system, 
in real-time, so that it satisfies a given set of holonomic or 
nonholonomic Pfaffian constraints. Our third example shows 
that by using the new set of dynamical equations obtained 
herein, the accuracy with which the system is led to follow a 
constrained trajectory can indeed be high. 
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