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SUMMARY

Time delays are ubiquitous in control systems. They usually enter because of the sensors and actuators
used in them. Traditionally, time delays have been thought to have a deleterious e�ect on both the
stability and the performance of controlled systems, and much research has been done in attempting to
eliminate them, compensate for them, or nullify their presence. In this paper we take a di�erent view. We
investigate whether purposefully injected time delays can be used to improve both the system’s stability
and performance. Our analytical, numerical, and experimental investigation shows that this can indeed
be done. Analytical results of the e�ects of time delays on collocated and non-collocated control of
classically damped and non-classically damped systems are given. Experimental and numerical results
con�rm the theoretical expectations. Issues of system uncertainties and robustness of time delayed
control are addressed. The results are of practical value in improving the performance and stability
of controllers because these characteristics (performance and stability) improve dramatically with the
intentional injection of small time delays in the control system. The introduction of such time delays
constitutes a ‘minimal change’ to a controller already installed in a structural system for active control.
Hence, from a practical standpoint, time delays can be implemented in a nearly costless and highly
reliable manner to improve control performance and stability, an aspect that cannot be ignored when
dealing with the economics and safety of large structural systems subjected to strong earthquake ground
shaking. Copyright ? 2003 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The active control of large-scale structural systems usually requires the generation of large
control forces which often need to be provided at high frequencies. Actuator and sensor
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dynamics do not permit the instantaneous generation of such forces and hence the e�ective
control gets delayed in time. Thus the presence of time delays in the control are inevitable
when controlling building structures subjected to dynamic loads, such as those caused by
strong earthquake ground shaking. In order to accommodate for the time delays, the mathe-
matical formulations of the problem of controlling building structures are usually more compli-
cated than the formulations without time delays. The fact that the models are more complicated
when time delays are included and that in some cases the presence of time delays destabilize
the control has fueled the predominant view that time delays are an undesirable element in the
active control of structures. With this view in mind, methods to cancel out, reduce, or change
the e�ect of time delays have been developed. This paper proposes a di�erent viewpoint:
its central theme is that instead of considering time delays as always being injurious, one
could aim to exploit their presence, especially since they are ubiquitous. We show that the
proper intentional introduction of time delays: (1) can stabilize even a non-colocated control
system (which may be unstable in the absence of time delays), and (2) may improve control
performance.
Extensive work has been done on the control of structural systems where no consideration

to time delays is given. The fact that the results do not include time delays does not undermine
their importance when controlling large building structures, since several of the concepts can
be used as a starting point when dealing with time-delayed problems. Feedback control of
structural systems yields di�erent stability characteristics depending on whether collocated or
non-collocated control is used. Direct velocity feedback (no time delay) control of a discrete
dynamical system with collocation of actuators and sensors is known to be stable for all values
of the control gain [1; 2]. Balas [3] has investigated the potential of direct output feedback
control for systems where sensors and actuators need not be collocated. When actuators’
dynamics are considered, Goh and Caughey [4] and Fanson and Caughey [5] have shown
that position feedback is preferable to velocity feedback under collocated control. Cannon
and Rosenthal [6] deal with experimental studies of collocated and non-collocated control of
�exible structures. Based on these studies, it has been concluded that it is very di�cult to
achieve robust non-collocated control of �exible structures.
In practical feedback control systems, small time delays in the control action are inevitable

because of the involved dynamics of the actuators and sensors. As stated before, these time
delays become particularly signi�cant when the control e�ort demands large control forces,
and=or high frequencies. It is therefore crucial to understand the e�ect of time delays on the
control of structural systems. Several papers in the literature treat the presence of time delays
as a negative factor. Yang et al. [7] show that time delays worsen performance for their
proposed controllers. Agrawal and Yang [8] show through simulations that the degradation of
the control performance of an actively controlled structural system due to a �xed time delay
is not signi�cant until the delay reaches a critical value. Agrawal et al. [9] and Agrawal
and Yang [10] indicated methods of compensation for time delay in the active control of
structural systems. On the other hand, some previous studies suggest that time delays can be
used to good advantage. Kwon et al. [11] show that the intentional use of time delays may
improve the performance of the control system. Udwadia and Kumar [12] show that dislocated
velocity control, which leads to instability in the absence of time delays, can be used to even
stabilize an MDOF system (for small gains) by an appropriate choice of time delays. In the
present paper (Section 3) we show that the intentional injection of time delays can increase
the maximum gain for stability of a non-classically damped system (when compared with
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the system with no time delays). Experimental results on a two-degree-of-freedom torsional
system (Section 4) con�rm our analytical �ndings and show that it is possible to choose time
delays which improve the controller’s performance when compared to the controlled system
with no time delays.
This paper is organized as follows. Section 2 of the paper deals with the time-delayed con-

trol of classically damped systems. Results for collocated as well as for non-collocated control
of undamped and underdamped systems are given. The theoretical expectations are con�rmed
numerically when applied to a building structure model which is subjected to an earthquake.
Numerical results on the sensitivity of the control methodology to perturbations (a) of the
parameters of a building structure, and (b) of the time delays used are also presented. Sec-
tion 3 deals with more general, non-classically damped, linear systems. Section 4 presents
experimental data on a two degree-of-freedom non-classically damped torsional system. Nu-
merical results which corroborate the theoretical �ndings obtained in the previous sections
are also presented for comparison. Here we also show that it is possible for a non-system
pole (a pole whose root locus does not start at an open loop pole of the structural system)
to dictate the maximum gain for stability of the time-delayed, controlled system. Section 5
presents robustness issues. It deals with the control of uncertain systems with uncertain time
varying delays in the control input. Our conclusions are presented in Section 6.

2. CLASSICALLY DAMPED STRUCTURAL SYSTEMS

This section deals with the time-delayed control of classically damped structures. Collocated
as well as non-collocated control of undamped and underdamped structures are considered.
Most of the results apply to controllers of the PID type (proportional, integral, derivative).
Numerical computations are used to con�rm some of the theoretical expectations for a building
structure subjected to an earthquake. Most of the results apply only to the case when system
poles are considered (that is, for poles whose root locus originates at the open loop poles
of the structural system). The sensitivity of the stability of the building structure when the
parameters of the structure and the time delay are varied is explored numerically. It is shown
numerically that even under considerable perturbations (7–50%) of the parameter values the
system remains stable. Details of some of the analytical results presented in this section can
be found in Udwadia and Kumar [12] and part of the numerical results can be found in
Udwadia and Kumar [13].

2.1. System model and general formulation

Consider a linear classically damped structural system whose response x(t) is described by
the matrix di�erential equation

Mx′′(t) + Cx′(t) + Kx(t)= g(t); x(0)=0; x′(0)=0 (1)

where M is the n× n positive de�nite symmetric mass matrix, C is the n× n symmetric
damping matrix, and K is the n× n positive de�nitive symmetric sti�ness matrix. The forcing
function is given by the n-vector g(t).
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Since the system is classically damped, it can be transformed to the diagonal system

z′′(t) + �z′(t) + �z(t)=T TM−1=2g(t); z(0)=0; z′(0)=0 (2)

where �=diag(2�1; 2�2; : : : ; 2�n); �=diag(�21; �
2
2; : : : ; �

2
n), and the matrix T =[tij] is the or-

thogonal matrix of eigenvectors of M−1=2KM−1=2. Taking the Laplace transform of Equation
(2) and solving, we get

x̃(s)=M−1=2T�T TM−1=2g̃(s) (3)

where the wiggles indicate the transformed functions, and � is given by

�=diag((s2 + 2�1s+ �21)
−1; (s2 + 2�2s+ �22)

−1; : : : ; (s2 + 2�ns+ �2n)
−1)

The open loop poles are given by the zeros of the equations

s2 + 2�qs+ �2q=(s− �+q)(s− �−q)=0; q=1; 2; : : : ; n (4)

The poles have been denoted by �±q, the sign indicating the sign in front of the radical of the
quadratic equations given in Equation (4). In this paper we assume the system to be generic
and all poles to have multiplicity one (no repeated poles).
The feedback control uses a linear combination of p responses xsk (t); k=1; 2; : : : ; p, which

are fed to a controller. In general, the responses are time-delayed by Tsk . The actuator will
apply a force to the system, a�ecting the jth equation of Equation (1). When j∈{sk : k=1; 2;
: : : ; p} the sensors and the actuator are collocated, and if j =∈{sk : k=1; 2; : : : ; p} the sensors
and the actuator are non-collocated (dislocated). The control methodology applied to a shear
frame building structure is shown in Figure 1.

Figure 1. Shear frame building structure and control methodology.
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Denoting the non-negative control gain by � and the controller transfer function by ��c(s),
the closed loop system poles are given by

Ã(s)x̃(s)= [Ms2 + Cs+ K]x̃(s)= g̃(s)− ��c(s)
p∑
k=1
ask x̃sk (s) exp[−sTsk ]ej (5)

where ej is the unit vector with unity in the jth element and zeros elsewhere. The numbers ask
are the coe�cients of the linear combination of the responses fed to the controller. Moving
the last term on the right of Equation (5) to the left gives

Ã1(s)x̃(s)= g̃(s) (6)

where Ã1(s) is obtained by adding ��c(s)ask exp[−sTsk ] to the (j; sk)th element of Ã(s), for
k=1; 2; : : : ; p.
The closed loop poles are then given by the relation

det[Ã1(s)]=det[Ã(s)]
{
1 + ��c(s)

p∑
k=1
ask exp[−sTsk ]x̃(�)sk ; j(s)

}
=0 (7)

where x̃(�)sk ; j(s) is the Laplace transform of the open loop response to an impulsive force applied
at node j at time t=0. The open loop response to the impulsive force is given by

x̃(�)sk ; j(s)=
n∑
i=1

t(M)sk ; i t
(M)
j; i

s2 + 2�is+ �2i

where

t(M)sk ; r =
n∑
u=1
m−1=2
sk ; u tu; r

with m−1=2
i; j being the (i; j)th element of M−1=2 and T (M) = M−1=2T =[t(M)i; j ].

The following set of conditions will be referred to as condition set C1. Given that the open
loop poles of the system are �±q, we have

(1) �c(�±q) �=0; for q=1; 2; : : : ; n

(2)
p∑
k=1
ask exp[−�±qTsk ]t(M)sk ; q �=0; for q=1; 2; : : : ; n

(3) t(M)j; q �=0; for q=1; 2; : : : ; n

The �rst condition means that the open loop poles of the system are not also zeros of the
controller transfer function. The second condition is a generalized observability condition
which requires that all mode shapes are observable from the summed, time-delayed sensor
measurements. The third condition is a controllability condition which requires that the con-
troller cannot be located at any node of any mode of the system. Observe that if any of the
three conditions is not satis�ed for one open loop pole �q, then by Equation (7) the open
loop pole �q is also a closed loop pole. However, if C1 is satis�ed, we have the following
result.
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Result 2.1
When the open loop system has distinct poles and condition set C1 is satis�ed, the open loop
and the closed loop systems have no poles in common.
If condition set C1 is satis�ed, then by Result 2.1 and Equation (7), the closed loop poles

of the system are given by the values of s that satisfy the equation

1 + ��c(s)
p∑
k=1

n∑
i=1
ask exp[−sTsk ]

[
t(M)sk ; i t

(M)
j; i

s2 + 2�is+ �2i

]
=0 (8)

In general, Equation (8) may have an in�nite number of zeros due to the time delay term.
As the parameter � is varied, we obtain the root locus of the closed loop poles. The poles
that are on a root locus that starts at an open loop pole of the structural system will be
called system poles. The poles that do not originate at an open loop pole of the system will
be called non-system poles. To simplify matters, some of the following results deal with the
system poles only. The simpli�cation of dealing with the system poles only, allows us to
obtain bounds on the gain and the time delay to guarantee stability. These results should be
viewed with caution since in general there are an in�nite number of poles, and as shown in
Section 4, a non-system pole may determine what is the maximum gain for stability for some
systems. It will be made clear when our results apply to all the poles considered, and when
only to the system poles.
The following result and all of its consequences apply to the case when only system poles

are considered. Multiplying Equation (8) by s2 + 2�rs + �2r , then di�erentiating with respect
to � and letting s→ �±r =−�r ± i(�2r − �2r)1=2 and �→ 0, we obtain

ds
d�

∣∣∣∣ �→0
s→�±r

=− �c(�±r)
±2i(�2r − �2r)1=2

[ p∑
k=1
ask exp[−�±rTsk ]t(M)sk ; r

]
t(M)j; r (9)

Result 2.2
A su�cient condition for the closed loop system to remain stable for in�nitesimal gains is
that

Re


 ds
d�

∣∣∣∣ �→0
s→�±r


¡0; r=1; 2; : : : ; n (10)

Again, Result 2.2 applies only when system poles are considered, and in general the result
may not be true when non-system poles are also considered.
We now particularize the controller to be of the proportional, integral and derivative (PID)

form. The transfer function of the controller is then given by

�c(s)=K0 + K1s+
K2
s

with K0; K1; K2¿0

The term K0 corresponds to proportional control, the term K1s corresponds to derivative control
and the term K2=s corresponds to integral control. Next we specialize results for the undamped
case.
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2.2. Undamped systems

The following set of results apply to undamped systems. When the damping matrix C=0,
the open loop poles lie on the imaginary axis, and by Equation (10), the next result
follows.

Result 2.3
For undamped systems (C=0), condition (10) is a necessary and su�cient condition for
stability for small gains.
For an undamped system, the open loop poles are of the form �±r = ± i�r . Using Equations

(9) and (10) we can derive the following requirement for stability for small gains (this result
applies to system poles only).

Re
{(

K0
±i�r + K1 −

K2
�2r

)( p∑
k=1
ask exp[∓i�rTsk ]t(M)sk ; r t

(M)
j; r

)}
¿0 (11)

for r=1; 2; : : : ; n.
Using relation (11), we can derive the following result.

Result 2.4
When using one sensor collocated with the actuator for an undamped system, the PID feedback
control is stable (for small gains) if and only if

aj

{
−K0
�r
sin(�rTj) +

(
K1 − K2

�2r

)
cos(�rTj)

}
¿0 (12)

for r=1; 2; : : : ; n.

Result 2.5
For undamped systems with one sensor collocated with the actuator, we have the following
conditions for stability for small gains.

(a) Velocity feedback (K0 =K2 = 0) is stable as long as the time delay is such that
Tj¡�=2�max, where �max is the highest undamped natural frequency of the system.

(b) Integral control (K0 =K1 = 0) is stable as long as the delay is such that Tj¡�=2�max.
(c) Proportional control (K1 =K2 = 0) is stable as long as the delay is such that 0¡Tj¡�=

�max.
(d) When K0 = 0 and the time delay is such that Tj¡�=2�max, the undamped system will

be stabilized when K1¿K2=�2min and aj¿0, or K1¡K2=�
2
max and aj¡0.

Result 2.6
When the system is undamped, and

(1) condition set C1 is satis�ed,
(2) one sensor is used and is collocated with the actuator, and,
(3) no time delay is used,
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then the PID control, if stable for �→ 0+ is stable for all �¿0, provided

det
[
Ã
(
−K2
K1

)]
+ �ajK0 det

[
Ã2

(
−K2
K1

)]
�=0 (13)

for any positive �, where Ã2 is obtained by deleting the jth row and the jth column of the
matrix Ã.
When velocity (or integral) feedback control is used, condition (13) is always satis�ed,

hence we get the well-known result that stability is guaranteed for �¿0. The upper bound
for the stability of the system described in Result 2.6 can be obtained to be

�¡
−det[Ã(−K2=K1)]

ajK0 det[Ã2(−K2=K1)]

provided the right-hand side in the inequality is positive. If not, the system is stable for all
�¿0, provided it is stable for small gains. Result 2.6 and the above bound on the gain for
stability apply to the case when all the poles are considered. The next result however only
applies when system poles are considered.

Result 2.7
When the system is undamped, and

(1) condition set C1 is satis�ed,
(2) one sensor is used and it is collocated with the actuator, and
(3) time delay Tj¡�2�max ,

then velocity feedback control will be stable as long as

�¡
1

ajK1�0
∑n

i=1 [t
(M)
j; i ]2=(�20 − �2i )

where �0 =�=2Tj

The previous results have focused on collocated control. In the following results we will
consider the control of non-collocated (dislocated) systems. Results dealing with no time
delay are presented �rst, and are followed by results for time-delayed systems.

Result 2.8
When using a PID controller, where

(1) the sensors and the actuator are not collocated,
(2) the time delays, Tsk ; k=1; 2; : : : ; p, are all zero,
(3) the matrix M is diagonal, and
(4) K1¿K2=�2min or K1¡K2=�

2
max,

it is impossible to stabilize the undamped system for small gains.
The next result gives necessary conditions for the stability of a system using a PID con-

troller.
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Result 2.9
When using a PID controller, where

(1) the sensors and the actuator are not collocated,
(2) the time delays, Tsk ; k=1; 2; : : : ; p, are all zero, and
(3) the matrix M is non-diagonal,

a necessary condition for the undamped system to be stabilized for small gains is

(a)
∑p

k=1 askm
−1
sk ; j¿0 when K1¿K2=�

2
min, and

(b)
∑p

k=1 askm
−1
sk ; j¡0 when K1¡K2=�

2
max.

Often building structures are modelled by tridiagonal sti�ness matrices. The following result
applies to such structures.

Result 2.10
If M and K are positive de�nite, M is diagonal and K is tridiagonal, having negative sub-
diagonal elements, it is possible to �nd a location j (for the actuator) and a location sl (for
the sensor), j �= s1, so that the sequence {t(M)s1 ; i t

(M)
j; i }ni=1 will only have one sign change.

Result 2.11
When using an ID controller, for a system as de�ned in Result 2.10, where

(1) condition set C1 is satis�ed,
(2) one sensor is used and it is not collocated with the actuator,
(3) the sign change in the sequence {t(M)s1 ; i t

(M)
j; i }ni=1 occurs when i=m,

(4) time delay Ts1 (�=2�m−1)− 	, where 	 is a small positive quantity and, Ts1�m¿�=2,
(5) (�max=�m−1)63, and
(6) K1¿K2=�2min or K1¡K2=�

2
max,

it is possible to stabilize an undamped (open loop) system for small gains.

Result 2.12
For the undamped system described in Result 2.11, velocity feedback control will be
stable as long as �¡G, where G is the minimum of all positive Bl, for l=0; 1; 2; : : : ;
where

Bl=
−1

as1K1�l sin(�lTs1)
∑n

i=1 (t
(M)
s1 ; i t

(M)
j; i )=(�2i − �2l )

and �l=
(2l+ 1)�
2Ts1

2.3. Underdamped systems

This section deals with underdamped systems. Specializing Equation (9) to underdamped
systems, and utilizing Result 2.2 we get the following result which is again applicable to the
case when only system poles are considered.
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Result 2.13
When using PID control for underdamped systems, �i¡�i; i=1; 2; : : : ; n, a su�cient condition
for the closed loop system to be stable for small gains is

− 1
(�2r − �2r)1=2

[
K0 −

(
K1 +

K2
�2r

)
�r

]( p∑
k=1
ask exp[�rTsk ] sin((�

2
r − �2r)1=2Tsk )t(M)sk ; r t

(M)
j; r

)

+
[
K1 − K2

�2r

]( p∑
k=1
ask exp[�rTsk ] cos((�

2
r − �2r)1=2Tsk )t(M)sk ; r t

(M)
j; r

)
¿0

for r=1; 2; : : : ; n.

Result 2.14
When the sensor and actuator are collocated and only one sensor is used, for PID control, if
(K1 − K2=�2r ) �=0, for all r, a su�cient condition for small gains stability is

aj

[
K1 − K2

�2r

]
cos((�2r − �2r)1=2Tsk + 
)¿0 for r=1; 2; : : : ; n

where

�= tan−1
[
K0 − (K1 + (K2=�2r ))�r

(K1 − (K2=�2r ))(�2r − �2r)1=2
]

Result 2.15
When using one sensor, collocation of the sensor with an actuator of the given feedback
control type will cause the closed loop system poles to move to the left in the s-plane, as
long as the given condition on the time delay is satis�ed.

(a) For velocity feedback, the time delay needs to satisfy

Tj¡min
∀r

[
(�=2) + 

(�2r − �2r)1=2

]

where


= tan−1
[

�r
(�2r − �2r)1=2

]

(b) For integral feedback, the time delay needs to satisfy

Tj¡min
∀r

[
(�=2)− 

(�2r − �2r)1=2

]

where 
 is as in part (a).
(c) For proportional feedback, the time delay needs to satisfy

0¡Tj¡min
∀r

[
�

(�2r − �2r)1=2
]
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Figure 2. Root loci of closed loop system poles for collocated velocity feedback control with
j=4; s1 = 4; a4 = 1, and time delay (a) T4 = 0 s, (b) T4 = 0:025 s.

(d) For a PID controller, the time delay needs to satisfy

Tj¡min
∀r

[
(�=2)− 

(�2r − �2r)1=2

]

where 
 is as de�ned in Result 2.14, when K1¿K2=�2min and aj¿0, or K1¡K2=�
2
max

and aj¡0.

2.4. Numerical results

The numerical results are obtained for an undamped shear frame building structure (�ve-
degree-of-freedom system) shown in Figure 1. The mass and the sti�ness of each storey are
1 and 1600 (taken in SI units), respectively. The root loci presented only show the system
poles. The controller’s gain � has been varied from 0 to 100 units. Velocity feedback control
is used for all the results.
The �rst example deals with the collocated control of the structure with and without time

delay. The controller and the sensor are collocated at the fourth storey. Figure 2(a) shows the
root loci of the closed loop system poles for velocity feedback control with no time delay
(T4 = 0 s). As expected from Result 2.6, the system is stable since the system’s closed loop
poles have negative real parts. Figure 2(b) shows the root loci for the closed loop system
poles with velocity feedback control when a time delay of T4 = 0:025 s is used. Introducing a
time delay of T4 = 0:025 s makes the system unstable even for very small gains, as predicted
by Result 2.4.
In the second example, the non-collocated control of the structure is studied with and

without time delay. The actuator is placed at mass 4 (fourth storey) and is fed the velocity
signal from location 5 (�fth storey). Figure 3(a) shows the root loci for the closed loop system
poles for velocity feedback control with no time delay (T5 = 0 s) and j=4; s1 = 5; a5 = 1.
As guaranteed by Result 2.8, even for vanishingly small gains, the third, fourth, and �fth
closed loop system poles are in the right-half s-plane, hence causing instability. However, the
introduction of an appropriate time delay, such as T5 = 0:04 s makes the closed loop system
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Figure 3. Root loci of closed loop system poles for non-collocated velocity feedback control with
j=4; s1 = 5; a5 = 1, and time delay (a) T5 = 0 s, (b) T5 = 0:04 s.
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Figure 4. Relative displacement response of mass 5 (j=4; s1 = 5; a5 = 1, and
T5 = 0:04 s) for non-collocated velocity control.

poles remain in the left-half plane until a certain value of the controller gain. This is illustrated
in Figure 3(b), where the closed loop system poles are shown for j = 4; s1 = 5; a5 = 1,
and a time delay of T5 = 0:04 s. The upper bound on the gain for stability obtained by tracing
the root loci is the same as the one predicted by Result 2.12. This example shows that by
appropriately injecting time delay into a system, it is possible to stabilize a system which is
unstable for zero time delay.
Figure 4 shows the displacement time history of mass 5 relative to the base, when the

structure is subjected to the ground motion of the S00E component of the Imperial Valley
Earthquake of 1940. The structural responses are numerically computed using a fourth-order
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Figure 5. Incoming force per storey and control force time histories (j=4; s1 = 5; a5 = 1, and
T5 = 0:04 s) for non-collocated velocity control.

Runge–Kutta scheme. The response time histories are shown only for the �rst 10 s. The
response is shown for no control (�=0), and for �=10 units, using non-collocated velocity
control with j=4; s1 = 5; a5 = 1, and T5 = 0:04s. The results on Figure 4 show that by using
intentional time-delayed velocity feedback, the displacement of the 5th mass is signi�cantly
smaller than the displacement of the mass when no control is used. Figure 5 shows the
time histories of the incoming force per storey (i.e. negative of storey mass times ground
acceleration) and the control force required when the controller’s gain is �=10 units.
To explore the robustness of this control methodology, numerical results of the sensitivity

of the closed loop system poles to changes in the mass, sti�ness and time delay parameters
(for the nominal system presented in the last example) are presented in the next section.

2.5. Sensitivity of the stability to perturbed parameters

There is always uncertainty about the exact values of the system’s parameters. The uncertainty
might come from not being able to measure or estimate the system parameters accurately.
It may also come from variations of the system parameters caused by fatigue, structural
degradation, etc. Changes in the parameter values will lead to changes in the closed loop
poles, and thus changes in the performance of the system. This stresses the importance of
knowing how sensitive the time-delayed control is to parameter variations. Furthermore, we
have shown that the purposeful injection of time delays in non-collocated systems brings
about stability. As the injection of such time delays in actual systems can at best be chosen
only approximately (because of the uncertainties in actuator dynamics, etc.) it is important to
examine the sensitivity of such a control technique to uncertainties in the time delays.
These sensitivities are studied for the undamped shear frame building structure described in

Section 2.4 (see Figure 1). The results are for the non-collocated velocity feedback control,
where the actuator is placed at mass 4, and the sensor takes delayed velocity readings from
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Figure 6. Sensitivity of the maximum gain for stability to changes in sti�ness
and time delay for j=4; s1 = 5; a5 = 1, and mass=1.
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Figure 7. Sensitivity of the maximum gain for stability to changes in mass and time
delay for j=4; s1 = 5; a5 = 1, and sti�ness=1600.

mass 5 (j=4; s1 = 5; a5 = 1). By varying the sti�ness (or mass) and the time delay parameters
of the shear frame structure, the changes of the maximum gain for stability of the system are
obtained. The maximum gain for stability is numerically computed, and it is the largest gain
that assures stability when closed loop system poles are considered. The results are presented
through contour maps with constant gain curves.
Level curves of maximum gain for stability for the above described system are presented

in Figures 6 and 7. In Figure 6 the sti�ness and the time delay are varied, keeping the mass
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constant at 1 (SI units). Sensitivity to variations of the mass and the time delay are presented
on Figure 7, when the sti�ness is kept constant at 1600 (SI units).
Both graphs show a continuous dependence of the maximum gain for stability on the chosen

parameters. The �gures show that stable dislocated control brought about by the purposeful
injection of time delays could be made e�ective even in the presence of considerable uncer-
tainties in the parameters that model the structural system. Further results on the stability of
controlled systems with uncertainties in the system parameters and time delay are presented
in Section 5. The next section deals with the control of more general linear systems which
include both non-classically and classically damped structures.

3. NON-CLASSICALLY DAMPED SYSTEMS

In the last section we presented results dealing with classically damped systems, where several
of the results apply when only system poles are considered. In this section we present a
formulation that deals with more general systems, and the results apply to both, non-classically
damped as well as to classically damped systems. Furthermore, the results apply when all the
poles are considered; they are not just limited to considering system poles. The importance
of having a formulation that deals with ‘all’ the poles of the control system with time delays
will be illustrated in Section 4 where it is shown that a pole not originating from an open
loop pole dictates the stability of the system.
We show that when all the open loop poles have negative real parts and the controller

transfer function is an analytic function, then given any time delays there exists a range in
the gain (which could depend on the time delays) for which the closed loop feedback system
is stable. The results are then specialized to systems with a single sensor. We show that under
some conditions there exists a range in the gain for which the closed loop system is stable
for all time delays. The section ends with the application of some of the results to a single
degree of freedom oscillator.

3.1. General formulation

The same general formulation given for classically damped systems (Section 2) will be used
in this section, except that the systems considered here are more general (also see von Bremen
and Udwadia [14]). They include both classically damped and non-classically damped systems.
Consider the following matrix equation corresponding to a structural system with the response
x(t) given as

Mx′′ + Cx′ + Kx= g(t); x(0)=0 and x′(0)=0 (14)

where M is an n by n mass matrix, C is the n× n damping matrix and K is the n× n sti�ness
matrix. The n-vector g(t) is the distributed applied force. The Laplace transform of the above
system is

Ã(s)x̃(s) = (Ms2 + Cs+ K)x̃(s) = g̃(s) (15)
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As in Section 2, we use p responses in the feedback control. A linear combination of the
sensed responses are fed to the controller which generates the control force. In general, the
system may have several actuators; in this paper we will deal with one actuator. Suppose
we have a control e�ort a�ecting the jth equation of Equation (15) given by �(f(s); x̃(s))ej,
where (f(s); x̃(s))=

∑n
i=1 fi(s)x̃i(s); ej is a vector with 1 in the jth location and zero for

all other entries, and � is the control gain. The function fi(s) contains the controller transfer
function which uses the signal from x̃i(s), and in the presence of a time delay Ti, it includes
the term exp[−sTi] as a factor. Equation (15) with the control e�ort becomes

Ã(s)x̃(s) = g̃(s)− �(f(s); x̃(s))ej (16)

Moving the term �(f(s); x̃(s))ej to the left-hand side of (16), we get the equation

Ã1(s)x̃(s) = g̃(s) (17)

The open loop poles of Equation (17) are given by Equation (18a) and the closed loop poles
are given by Equation (18b) as follows:

det[Ã(s)] = 0 (18a)

det[Ã1(s)] = 0 (18b)

The equation for the closed loop poles can be written as

det[Ã1(s)] = det[Ã(s)] + �
n∑
i=1
fi(s)Ãij(s) (19)

where Ãij(s) is the cofactor of ãij(s), in other words Ãij(s) = (−1)(i+j){Minor(ãij(s))}, and
the matrix Ã is the one de�ned in Equation (15).

3.2. General analytical results

The stability of the system described in Equation (16) is dictated by the sign of the real
part of the closed loop poles. Using the argument principle, we can determine bounds on the
gain so that the system described in Equation (16) is stable in the presence of time delays,
provided the open loop poles of the system have negative real parts.
The next result is similar to Result 2.1. It gives conditions so that the open and closed

loop systems have no poles in common.

Result 3.1
Suppose the open loop poles are given by �k , with k=1; 2; : : : ; 2n and the condition

q(�k)=
n∑
i=1
fi(�k)Ãij(�k) �=0 for k=1; 2; : : : ; 2n

is satis�ed. Then the closed loop system and the open loop system have no poles in common.
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Proof
For any k, clearly

det[Ã1(�k)] = det[Ã1(�k)] + �
n∑
i=1
fi(�k)Ãij(�k)

= �
n∑
i=1
fi(�k)Ãij(�k) �=0

So no solution of Equation (18a) is shared by Equation (19), establishing the claim.
For the stability of the closed loop system, we need the real part of the closed loop poles to

be negative. The next result gives bounds on the gain so that the closed loop system remains
stable.

Result 3.2
For any given set of time delays, suppose the open loop poles �1; �2; : : : ; �2n all have negative
real parts and the following two conditions are satis�ed:

(a) q(s)=
∑n

i=1 fi(s)Ãij(s) �=0, and
(b) q(s) is analytic,

for all s in the right-half complex plane and along the imaginary axis. Then there exists an
interval I�∗ =[−�∗; �∗], with �∗¿0, such that for any gain �∈ I�∗ , the closed loop poles are
in the left-half complex plane (i.e., the system is stable).

Proof
We will use the argument principle (see pp. 152–154 in Ahlfors [15]). Equation (19) can be
visualized as

det[Ã1(s)]= h(s)=p(s) + �q(s)

where p(s)=det[Ã(s)], and q(s) is as above. Consider the contour given by the half-circle of
radius R in the right-half plane with boundary �R and enclosing the region 	R, see Figure 8.

R

− R

Im (s)
Γ

ΩR

Re (s)

Figure 8. Contour of integration.
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For any �xed R we have

h′(s)
h(s)

=
p′(s) + �q′(s)
p(s) + �q(s)

=
p′(s) + �q′(s)

p(s)(1 + (�q(s)=p(s)))

Now

1
1 + (�q(s)=p(s))

=
∞∑
k=0

(
−�q(s)
p(s)

)k
for all s∈	R; provided

∣∣∣∣�q(s)p(s)

∣∣∣∣¡1 or |�|¡
∣∣∣∣p(s)q(s)

∣∣∣∣
By conditions (a) and (b), and the fact that p(s) is a polynomial, we have that p(s)=q(s) is
analytic on 	R; also, p(s) �=0 in 	R. Thus by the minimum modulus principle, |p(s)=q(s)|
has a non-zero minimum on the boundary �R of 	R. Let �∗ be such that

�∗¡min
s∈	R

∣∣∣∣p(s)q(s)

∣∣∣∣ = mins∈�R

∣∣∣∣p(s)q(s)

∣∣∣∣
Therefore, for any �∈ [−�∗; �∗], the in�nite series converges. Let �∈[−�∗; �∗], we then have

∫
�R

h′(s)
h(s)

ds=
∫
�R

p′(s) + �q′(s)
p(s)

(
∞∑
k=0

(
−�q(s)
p(s)

)k)
ds

=
∞∑
k=0

(∫
�R

p′(s) + �q′(s)
p(s)

(
−�q(s)
p(s)

)k)
ds=0

Note that for each k, the integral is an integral of an analytic function over a closed curve,
and thus equal to zero. R is arbitrary, so by the argument principle (see pp. 152–154 in
Ahlfors [15]) there exits a range [−�∗; �∗] in � for which all the closed loop poles are in the
left-half plane.

Result 3.2 can be strengthened so that condition (a) is not needed. That is, the function
q(s) is allowed to have zeros in the right-half plane.

Result 3.3
For a given set of time delays, suppose the open loop poles �1; �2; : : : ; �2n all have negative
real parts, the function q(s) is analytic for all s in the right-half complex plane and along the
imaginary axis, and q(s) has zeros at s1; s2; : : : ; sm in the right-half complex plane (including
perhaps zeros on the imaginary axis). Then there exists an interval I�∗ =[−�∗; �∗], with �∗ ¿
0, such that for any gain �∈ I�∗ the closed loop poles are in the left-half complex plane (i.e.
the system is stable).

Proof
The proof is similar to the one given for Result 3.2. First suppose that q(s) has only one zero
s1 in the right-half complex plane.
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Figure 9. Contour of integration.

Let �R; 	 be the contour given by �R; 	=�R ∪C	, where �R is the contour given by the half
circle of radius R in the right-half plane, and C	 is the circle of radius 	 centered about s1.
Let 	R; 	 be the region bounded by the circle C	 and the half circle �R, see Figure 9.
As in the proof of Result 3.2, det[Ã1(s)]= h(s)=p(s) + �q(s). We need to show that

1
1 + (�q(s)=p(s))

=
∞∑
k=0

(
−�q(s)
p(s)

)k
converges for �∈ [−�∗; �∗], where �∗ needs to be determined. In the region 	R; 	, the function
p(s)=q(s) is analytic, and thus |p(s)=q(s)| has a minimum on the boundary �R; 	 of 	R; 	 (recall
that p has no zeros in the left-half plane, nor on the imaginary axis). The question is, what
will occur when 	→ 0? Since the minimum occurs on the boundary �R; 	, it must either occur
on �R or on C	. It will be shown that it must occur on �R.
The function q(s) can be expressed as q(s)= (s−s1)g(s). The function p(s)=g(s) is analytic

inside the closed disk bounded by C	, so it has a non-zero minimum M	= mins∈C	 |p(s)=g(s)|.
Using the last observations we get

min
s∈C	

∣∣∣∣p(s)q(s)

∣∣∣∣ = mins∈C	

∣∣∣∣ p(s)
(s− s1)g(s)

∣∣∣∣¿mins∈C	

∣∣∣∣p(s)q(s)

∣∣∣∣mins∈C	
1

|s− s1| =M	
1
	

Thus, if 	→ 0, then mins∈C	 |p(s)=q(s)|→∞. Therefore, the minimum of |p(s)=q(s)| over the
region 	R;	 must occur on the boundary �R. Using the fact the minimum occurs on �R, we
see that the series

1
1 + (�q(s)=p(s))

=
∞∑
k=0

(
−�q(s)
p(s)

)k
converges. We can apply exactly the same argument given in the proof of Result 3.2, estab-
lishing the result.
When q(s) has more than one zero (even repeated zeros), a similar argument as the one

presented can be used to show that the minimum will occur on the boundary �R, and hence
the series

1
1 + (�q(s)=p(s))

=
∞∑
k=0

(
−�q(s)
p(s)

)k
converges, and again the result follows.
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Note that Results 3.2 and 3.3 apply for systems with time delay, and the function q(s)
would contain all the expressions containing time delay.

3.3. Results for one actuator and one sensor

In this section we present results that apply to the system described in Equation (16), when
one sensor and one actuator are used.
Since we have one sensor at the ith location and the actuator at the jth location, then the

closed loop poles are given by

det[Ã1(s)] = det[Ã(s)] + �fi(s)Ãij(s)

=p(s) + �q(s) (20)

Here q(s)=fi(s)Ãij(s), and p(s)=det[Ã(s)]. The function fi(s) is the product of the con-
troller transfer function �c(s) and the term exp[−sTi] due to the time delay. Let g(s)=
�c(s)Ãij(s), then q(s)= g(s) exp[−sTi]. Since Ãij is a polynomial, it is analytic, and if we
assume that the controller transfer function �c(s) is analytic in the right-half plane, then g(s)
is analytic in the right-half plane. In most situations it is reasonable to expect that p(s) goes
to in�nity faster than q(s) does as |s|→∞, so here we shall assume that |p(s)=q(s)|→∞ as
|s|→∞.
Assuming that the open loop poles have negative real parts, then Result 3.3 applies. Following

the proof of the result, for large enough R, the bound on the gain for stability is given by

�∗¡min
s∈	R

∣∣∣∣p(s)q(s)

∣∣∣∣ = mins∈�R

∣∣∣∣p(s)q(s)

∣∣∣∣
The boundary �R is composed of a semicircle CR of radius R and a segment of the imaginary
axis IR of length 2R. The minimum must occur on the segment IR, provided R is large enough
and |p(s)=q(s)|→∞ as |s|→∞. Since |p(s)=q(s)|→∞ as |s|→∞, then there exists an R∗

so that the minimum occurs for this R∗, and for any R∗¡R we have mins∈	R∗ |p(s)=q(s)|=
mins∈	R |p(s)=q(s)|. For R∗¡R; CR∗ is inside 	R, by the minimum modulus principle, the
minimum cannot occur in the interior of 	R, thus it occurs on IR∗ . The above observations
are used in the proof of the following result.

Result 3.4
When using one sensor and one actuator, there exists an interval [−�∗; �∗] in the gain �, with
�∗¿0, which is independent of time delay, such that the closed loop poles have negative
real parts, provided all the open loop poles have negative real parts, and |p(s)=q(s)|→∞ as
|s|→∞.

Proof
By the previous argument, for large enough R, the minimum mins∈�R |p(s)=q(s)| will occur
on IR. Say it occurs at s=w∗∗j (j=

√−1), then for large enough R,

�∗¡�∗∗= min
s∈	R

∣∣∣∣p(s)q(s)

∣∣∣∣ = minw∈IR

∣∣∣∣ p(wj)
g(wj) exp[−jwTi]

∣∣∣∣ = minw∈IR

∣∣∣∣p(wj)g(wj)

∣∣∣∣ =
∣∣∣∣p(w∗∗j)
g(w∗∗j)

∣∣∣∣ (21)

This establishes the result.
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From the result, the bound �∗∗ can be obtained by considering the system with no time
delay and �nding the minimum of |p(wj)=q(wj)| for w∈ IR. For some systems it may be
possible that �∗∗ is actually the maximum gain for stability for the system with no time
delay. This will be the case in Example 1 shown after Result 3.6 as well as for the control
systems explored in Section 4. That is, for zero time delay one �nds the maximum gain for
stability using positive and negative feedback, and �∗∗ is the minimum of the two maximum
gains. In general, however, it is not necessarily true that the minimum of the maximum gains
for stability �∗∗ is achieved for the system with zero time delay. It is possible for some
systems that the maximum gain for stability of the system with zero time delay is larger than
the gain that is independent of time delay. This case will be illustrated in Example 2.
Since the bound �∗∗ occurs on the imaginary axis and it may not necessarily be the bound

for the maximum gain for stability for the system with no time delay, and it is a bound on
the gain for which the system is stable for all time delays, one might ask if �∗∗ will actually
be the maximum gain for stability at some time delay. The following result answers this
question.

Result 3.5
For systems with one sensor and one actuator, as described in Result 3.4, suppose �∗∗ occurs
at s = w∗∗j, then there exits a time delay T such that

p(w∗∗j) + �∗∗g(w∗∗j)e−w
∗∗T j = 0:

That is, the bound of the maximum gain for stability independent of time delay given in
Result 3.4 is achieved at some time delay T . The value of T will be given in the proof and
it is derived from the system properties without time delay.

Proof
Let the real and imaginary parts of p(w∗∗j) and q(w∗∗j) from Result 3.4 be given by

p(w∗∗j)=pR + pI j and g(w∗∗j)= gR + gI j (22)

Consider

pR + pI j + u∗∗(gR + gI j)(x − yj)=0
Then

x − yj =−pRgR + pIgI
�∗∗(g2R + g

2
I )

− pIgR − pRgI
�∗∗(g2R + g

2
I )

(23)

Note that �∗∗=
√
(p2R + p

2
I )=(g

2
R + g

2
I ) and x

2 +y2 = 1. Therefore we can take cos(w∗∗T )= x
and sin(w∗∗T )=y, establishing the result.
Result 3.5 indicates that there is a time delay at which the system will achieve the bound

on the maximum gain for stability given in Result 3.4. The result also indicates if the bound
of the maximum gain for stability that is independent of time delay is actually achieved or
not for zero time delay. If x=1, then for the system with zero time delay the maximum gain
for stability will be reached with gain �=�∗∗. Similarly, if x=−1, then for the system with
zero time delay the maximum gain for stability will be reached with gain �=−�∗∗. If |x| �=1,
then the maximum gain for stability of the system with zero time delay is larger than the
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maximum gain for stability that is independent of time delay. The question of the uniqueness
of the occurrence of poles at a gain of �∗∗ (for positive and negative feedback) is dealt with
in the next result.

Result 3.6
For the case of a single actuator and a single sensor, suppose that a closed loop pole given
by (20) is at s=w∗j; �=�∗, and with a time delay of T =T ∗. Then there exist closed loop
poles at s=w∗j; �=−�∗, with time delays T =T ∗ + ((2n+ 1)�=w∗), for n=0; 1; 2; : : : ; and
at s=w∗j; �=�∗, with time delays T =T ∗ + 2n�=w∗, for n=1; 2; : : : .

Proof
For a pole on the imaginary axis, we have

p(wj) + �g(wj) exp[−jwT ]=p(wj) + �g(wj)(cos(wT )− j sin(wT ))=0 (24)

When the pole occurs at w=w∗; �=�∗, and T =T ∗, then Equation (24) is also satis�ed
with w=w∗, provided the time delay T satis�es the equations

cos(w∗T ∗)= cos(w∗T ) and sin(w∗T ∗)= sin(w∗T )

These equations are satis�ed when T =T ∗ + (2n�=w∗), for n=1; 2; : : : . Similarly, when
the pole occurs at w=w∗; �=�∗, and T =T ∗, then Equation (24) is also satis�ed with
w=w∗; �=−�∗, provided the time delay T satis�es the equations

cos(w∗T ∗)=− cos(w∗T ) and sin(w∗T ∗)=− sin(w∗T )

And these equations are satis�ed if T =T ∗ + ((2n+ 1)�=w∗), for n=0; 1; 2; : : : .
One consequence of this result is that the maximum gain for stability which is independent

of time delay (from Result 3.4) will be achieved for both positive and negative feedback,
when an appropriate time delay is chosen. A time delay T ∗ at which the minimum value of
the maximum gain for stability is achieved can be obtained using Result 3.6.
In the next example, the bound on the maximum gain for stability that is independent of

time delay (given in Results 3.4) coincides with the maximum gain for stability of the system
with zero time delay.

Example 1
As a simple illustration of Results 3.4–3.6, consider a single degree of freedom oscillator with
response x(t), and with mass m, damping c¿0, and sti�ness k¿0. The oscillator is controlled
by using a time-delayed negative velocity feedback −�x′(t−T ), with time delay T , and using
a control gain �. The motion of the oscillator is described by the scalar di�erential equation

mx′′(t) + cx′(t) + kx(t)=−�x′(t − T ); x(0)=0; x′(0)=0 (25)

The Laplace transform of Equation (25) is

(ms2 + cs+ k + �s exp[−sT ])x̃(s)=0 (26)

The closed loop poles of the system described by Equation (25) are the zeros of the equation

ms2 + cs+ k + �s exp[−sT ]= 0 (27)
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From Result 3.4, we have that the maximum gain for stability which is independent of time
delay occurs on the imaginary axis at some s= jw. Evaluation of Equation (27) at s= jw
gives

−mw2 + cwj + k + j�w(cos(wT ) + j sin(wT ))=0 (28)

The imaginary part of Equation (28) is

cw + �w(cos(wT )=0 or cos(wT )=
−c
�

(29)

Note that w=0 is not a solution, since it would violate Equation (28). Equation (29) has a
solution only if |c=�|61, that is |�|¿c. Thus for |�|¡c, Equation (28) has all poles in the
left-half complex plane (i.e. all solutions have negative real parts).
For zero time delay (T =0) the closed loop poles are given by the zeros of the equation

ms2 + (c + �)s+ k=0. From the Routh stability criterion, for negative feedback (�¿0) the
system will be stable for all gains. On the other hand, for positive feedback (�¡0), the
system has a cross-over pole at �= − c and w=

√
k=m.

Using Result 3.5 one can con�rm this observation. From Result 3.5 we have

�∗∗= min
w∈IR

∣∣∣∣p(wj)g(wj)

∣∣∣∣ = minw∈IR

∣∣∣∣−mw2 + k + cwjwj

∣∣∣∣ = c
and the minimum occurs at w∗∗ =

√
k=m.

Additionally from Result 3.5, for negative feedback we have that x= cos(
√
k=mT )=−1

and y= sin(
√
k=mT )=0. The smallest time delay for which these equations are satis�ed is

T =�
√
m=k. Thus for negative feedback and zero time delay the bound on the maximum

gain for stability independent of time delay is not achieved. For positive feedback we have
x= cos(

√
k=mT )=1 and y= sin(

√
k=mT )=0, and thus the bound on the maximum gain for

stability is reached at zero time delay.
Using result 3.6 we have that for negative feedback the system will reach the minimum

bound for the gain for stability at w=
√
k=m for the time delays T =(2n + 1)�

√
m=k (for

n=0; 1; 2; : : :) with a gain of �= c. For positive feedback the system will reach the minimum
bound for the gain at w=

√
k=m for the time delays T =2n�

√
m=k (for n=0; 1; 2; : : :) with a

gain of �=−c.
The next example shows the case where the maximum gain for stability of the system with

zero time delay is larger than the gain for stability that is independent of time delay, given
in Result 3.4.

Example 2
Consider again a single degree of freedom oscillator with response x(t), and with mass m,
damping c¿0, and sti�ness k¿0. This time the oscillator is controlled by using the negative
feedback time-delayed proportional control −�x(t−T ), with time delay T , and a control gain
�. The motion of the oscillator is described by the scalar di�erential equation

mx′′(t) + cx′(t) + kx(t)=−�x(t − T ); x(0)=0 and x′(0)=0 (30)
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After taking the Laplace transform of (30), the poles of the system are the zeros of the
equation

ms2 + cs+ k + � exp[−sT ]= 0 (31)

The bound on the maximum gain for stability that is independent of time delay can be obtained
using Equation (21). When 2mk − c2¿0, we have

�∗∗= min
w∈IR

∣∣∣∣p(wj)g(wj)

∣∣∣∣ = minw∈IR
| −mw2 + cwj + k|=

√
c2(4mk − c2)

4m2
(32)

Where the minimum in Equation (32) occurs at w∗∗=
√
(2mk − c2)=2m2.

For zero time delay the closed loop poles are the zeros of the equation ms2+cs+(k+�)=0.
Based on the Routh stability criterion, the negative feedback system will be stable for all gains.
In the case of positive feedback, the system will have a unique cross-over at w=0 and a
gain of �=−k. When 2mk − c2¿0 we have that �∗∗¡k. This indicates that the magnitude
of the maximum gain for stability of the system with zero time delay for positive feedback
is larger than the bound of the gain that is independent of time delay.
The values for x and y in Equation (23) are

x= − c√
4km− c2 and y=

√
4km− 2c2
4km− c2 (33)

From Result 3.5 one can compute the time delay at which the bound on the gain for stability
that is independent of time delay is reached by the system. The smallest time delay at which
the system reaches the bound on the gain for stability that is independent of time delay is
the smallest value of T that satis�es the equations

T = cos−1(x)=w∗∗ and T = sin−1(y)=w∗∗ (34)

Using Result 3.6, one can now obtain all the possible instances in which the system reaches
the bound on the gain that is independent of time delay for the system with positive and
negative feedback.
Though the above simple examples illustrate Results 3.4–3.6 for classically damped sys-

tems, the results presented in this section apply to non-classically damped systems as well.
We showed that when the open loop system has all poles with negative real parts, and the
controller transfer function is an analytic function, then there is a range in the gain for which
the closed loop system is stable (even in the presence of time delays).
For the case of a single sensor with a single actuator, we showed that there is a range in

the gain for which the system is stable for all time delays. This is provided the open loop
system has all poles with negative real parts, and the controller transfer function satis�es some
conditions.
The results imply that for the systems considered, all poles originate in the left complex

plane and any pole in the right-half complex plane can be traced to the left-half complex
plane by varying the gain.
The fact that for some systems the lower bound on the maximum gain for stability which is

independent of time delay is achieved when no time delay is present (Example 1), suggests
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that the use of a time delay may actually increase the maximum gain for stability when
compared to the system with zero time delay for such systems. Therefore with an appropriate
choice of time delay one could increase the range in the gain for which the system is stable,
thereby making the use of time delays desirable. From a control design point of view, this
could improve the control performance dramatically for such systems.

4. EXPERIMENTS WITH A NON-CLASSICALLY DAMPED, 2-DOF
TORSIONAL SYSTEM

The e�ect of time delay on the control of a 2-degrees-of-freedom (2-DOF) torsional bar is
explored experimentally and numerically. The maximum gain for stability is determined ex-
perimentally over a range of time delays for collocated integral and non-collocated derivative
control and this is compared to analytical=numerical predictions based on a model of the
system. For the case of collocated integral control, it is found both experimentally and nu-
merically that a pole of the structural system, which does not originate from an open loop
pole, dictates the maximum gain for stability for some time delays. In this section we �rst
provide a description of the apparatus including a mathematical model. Following this, the
experimental procedure is summarized. Finally, the experimental and numerical results are
presented. Additional experimental and numerical results on collocated and non-collocated
proportional, derivative and integral control of the torsional bar can be found in von Bremen
et al. [16].
In the absence of any time delays, the system has two-degrees-of-freedom (with 2 sets of

system poles). However, in the presence of time delays in the control loop, this seemingly
simple system has a complex behavior for it is no longer �nite dimensional. It has an in�nite
number of poles, and as the control gain increases from zero these poles ‘stream in’ from
−∞ in the left half complex plane towards the imaginary axis. As we will show, their root
loci can ‘collide’ with those of the system poles, thereby leading to interesting behavior, and
bifurcations.

4.1. Experimental setup and model

The setup (Figure 10) consists of 2 discs that undergo torsional vibrations. The inertial prop-
erties of the disks can be altered by fastening additional weights to them. The control system
has four primary components: (1) the real-time controller that generates the input trajectory
and computes the control algorithm, (2) the software for de�ning the controller, (3) the actu-
ator at the lower disc, and (4) the optical sensors. The real-time controller is a digital signal
processor-based single-board computer. The servo loop closure involves the computation of
the user-supplied control algorithm, and these computations occur at a rate of once every
sampling period (0:00442 s).
The actuator that actuates the lower disk utilizes a brushless dc motor with electrical com-

mutation. Electrical commutation is accomplished by a sinusoidal switching scheme which
has the advantage of reducing the magnitude of torque ripple. A sensor is secured to the
motor shaft and reads its position. There are four incremental rotary shaft optical encoders
on the system. Three are used to sense the position of the rotating disks. They have a

Copyright ? 2003 John Wiley & Sons, Ltd. Earthquake Engng Struct. Dyn. 2003; 32:495–535



520 F. E. UDWADIA ET AL.

Figure 10. Experimental apparatus.
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Figure 11. Model of experimental apparatus.

resolution of 4000 pulses per revolution. The fourth encoder, with a resolution of 1000 pulses
per revolution, is connected to the motor.
Accompanying the experimental results is a numerical study of the system. A model of the

experimental apparatus appears in Figure 11. The equations of motion of the two masses in
Figure 10 are as follows:

J1�′′1 + c1�
′
1 + k1(�1 − �2)=Tc(t)

J2�′′2 + c2�
′
2 + k1(�2 − �1) + k2�2=0

(35)

Here, Ji; i=1; 2, are the mass moments of inertia of the disks; ci; i=1; 2, are the respective
viscous damping coe�cients; ki; i=1; 2, are the sti�ness coe�cients; �i; i=1; 2, are the
angular displacements of the disks; and Tc(t) is the actuator torque.
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Table I. Experimentally determined system parameters.

System parameter Experimental value

J1 0:00252 kg m2

J2 0:00194 kg m2

k1 2:830 N m=rad
k2 2:697 N m=rad
c1 0:00659 N m s=rad
c2 0:00229 N m s=rad

The actuator control torque for non-collocated derivative and for collocated integral control
is respectively of the form

Tc(t)=−��′2(t − T ) and Tc(t)=−�
∫ t

0
�1(�− T ) d� (36)

In both cases, � is the control gain and T is the time delay in the control.
The system parameters are estimated by clamping each disk, in turn, and measuring the

vibratory responses. These results are found in Table I. Though only a two degree-of-freedom
system, it is non-classically damped.

4.2. Control procedure

Derivative control requires the estimation of the response derivative in real time. The following
numerical approximation was used to compute the derivative �′2(t − T ):

�′2(t − T )=
1
2h

{�2(t − (2h+ T ))− 4�2(t − (h+ T )) + 3�2(t − T )}+O(h2)

Here h=Ts (with Ts = 0:00442s) and T is the time delay. Using the above expression for the
derivative, the control e�ort with control gain � for non-collocated derivative control using a
time delay of T becomes

Tc(t)=− �
2Ts

{�2(t)− (2Ts + T ))− 4�2(t − (Ts + T )) + 3�2(t − T )} (37)

Integral control requires the estimation of the integral. The trapezoidal rule is used to approx-
imate the integral as

∫ nh

0
�1(�− T ) d�= h2

{
�1(−T ) +

n−1∑
j=1
�1(jh− T ) + �1(nh− T )

}
+O(h2)

Again, h=Ts and T is the time delay. Recall that the system is initially at rest, so for
t¡0; �1(t)≡ 0. Using the expression for the integral and the last observation, the control
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e�ort for collocated integral control with a time delay of T is

Tc(t)=−�Ts
2

{
n−1∑
j=1
�1(jTs − T ) + �1(nTs − T )

}
(38)

In order to implement a time delay in the control, the control algorithm stores disk positions
for previous sampling periods. Then, when de�ning the control law as in Equations (37) and
(38), this past data is utilized. This means, however, that one is limited to time delays that
are multiples of the sampling period.
The system described above is equipped with a safety feature which aborts control if the

�exible shaft is over de�ected or if the speed of the motor is too high. This was taken
into account when the stability of the system was to be determined. A stable system was
one where the amplitudes of motion would decrease with time. An unstable system was one
where the amplitudes of motion increased with time, often leading to the safety limits being
exceeded.

4.3. Experimental results

The maximum gain for stability of the system over a range of time delays is experimentally
determined when using collocated integral control and non-collocated derivative control. These
experimental results are compared to numerical predictions of the maximum gain for stability
of the system and, in general, there is close agreement for a wide range of time delays.
We also present numerical results that help us understand the e�ect that time delays have

on the stability of the system. The numerical results presented deal with bifurcations, and
the fact that a non-system pole (a pole whose root locus does not originate at an open loop
pole of the structural system) can dictate the maximum gain for stability for the closed loop
system. A system pole is simply a pole whose root locus originates at an open loop pole
of the structural system. Non-system poles include poles that originate at the poles of the
controller, and those caused by the presence of the time delay.
When increasing the gain from zero, the pole that �rst crosses the imaginary axis will be

called the dominant pole. This pole in essence limits the range of the gain for which the
system is stable. Intuitively, one might expect that the dominant pole to be a system pole,
because system poles are directly related to the physical structure and the non-system poles
are induced by the controller and the time delay.
The open loop poles of the system when using the experimental parameter values from

Table I are at s1;2 =−0:7482 ± 59:4029 i, and at s3;4 =−1:1495 ± 21:0010 i. Note that the
poles come in conjugate pairs, and this will be the case for all the poles including the non-
system poles. On root loci plots, the location of the open loop poles will be denoted with the
symbol ‘*’ (making it easy to identify the root locus corresponding to a system pole). The
system poles will usually be traced using a thick line, while the non-system poles with a thin
line. In this subsection, all the time delays are given in units of seconds, and frequencies in
rads=s.
Tracking the system poles as the gain changes is done simply by following the root loci

of the poles starting at an open loop pole. However, the task of tracking non-system poles is
a di�cult one, since we may have in�nitely many of them, and there is no systematic way
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Figure 12. Experimental maximum gain for stability versus time delay for integral collocated control.

of selecting an initial location for all the poles‡ and tracing them by varying the gain (as for
system poles). The non-system poles that originate at the poles of the controller or end at the
zeros of the controller can, however, be traced in the usual way.
Collocated integral control. Figure 12 represents a plot of the experimental results for time
delay versus the maximum gain for stability under collocated integral control. The solid line
on the plot is numerically determined using the system model described above. According
to the numerical results, then, a coordinate pair (time delay, gain) which �nds itself above
the line is unstable, and one below the line is stable. The experimental maximum gain for
stability is also depicted on this graph as data points.
The numerical results show a trend of increasing maximum gain for increasing time delay

until about 0:12 s. where the gain begins to decrease. The curve of the maximum gain for
stability suggests that one can properly choose a time delay that can give the system a larger
maximum gain for stability than the one the system has for no time delay.
A root locus of a pole that starts (when the gain is close to zero) in the left-half complex

plane may cross the imaginary axis several times (as the gain is increased). The value of the
pole (on a root locus) in the complex plane when it crosses from the left-half (complex) plane
to the right-half (complex) plane for the �rst time, as the gain is increased gradually from
zero, will be called the cross-over frequency. Figures 13 and 14 show the maximum gain
for stability and the cross-over frequency versus time delay for collocated integral control,
when only system poles are considered. The points denoted by ‘o’ correspond to system poles
originating at s1, and the points denoted by ‘*’ correspond to the system pole originating at s3
(due to symmetry, the conjugates of these two system poles are also present in the system).
Similar plots are given in Figures 15 and 16, which show the maximum gain for stability and
the cross-over frequencies versus time delay for collocated integral control, when all (system
and non-system) poles are considered. Even though the system does not satisfy all the required
conditions of Result 3.4, the maximum gain for stability which is independent of time delay,

‡By means of Jensen’s formula (see Rudin [17; p:307]) it is possible to determine the magnitude of the non-system
poles at given gains and time delays for special systems.
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Figure 13. Maximum gain for stability versus time delay for collocated
integral control using system poles only.
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Figure 14. Cross-over frequency versus time delay for collocated integral control
system poles only data.

given by Result 3.4 is found to be 3.266. This is also exactly the numerically expected value
(Figure 15) and it is very close to the experimentally observed value. We note that at zero
time delay, the smallest maximum gain for stability is achieved (see Figures 12, 13 and 15).
Figures 15 and 16 are smooth continuous curves, while Figure 13 and 14 seem discontinuous

and present abrupt changes. The di�erence between the system-poles data and the all-poles
data plots suggest that there is a range in the time delay where a non-system pole is the
dominant pole. This expectation is con�rmed by plots in Figures 17 and 18, which show
the root locus of the system poles (thick lines) and two non-system poles (thin lines) for
time delays of 0.11 and 0:13 s, respectively. The root loci are taken for values of the gain
� between 0 and 50, except for the portion of the root loci that lies on the horizontal axis,

Copyright ? 2003 John Wiley & Sons, Ltd. Earthquake Engng Struct. Dyn. 2003; 32:495–535



TIME DELAYED CONTROL OF STRUCTURAL SYSTEMS 525

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
3

4

5

6

7

8

9

10

11

12

Time delay

M
ax

im
um

 g
ai

n 
fo

r 
st

ab
ili

ty

Figure 15. Maximum gain for stability versus time delay for collocated
integral control, including all poles.
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Figure 16. Cross-over frequency versus time delay for collocated integral control, including all poles.

where the initial gain is larger than 0 in order to avoid problems of scaling. For the time
delay of 0:11s, two system poles cross the imaginary axis �rst, that is, the dominant poles are
two conjugate system poles (see Figure 17), while for a time delay of 0:13 s, two conjugate
non-system poles have become dominant (see Figure 18).
The fact that there is an exchange of dominant pole status between a system pole and

a non-system pole, suggests the existence of a bifurcation. This bifurcation is presented in
Figure 19 which shows the root loci for a system pole (thick line) and a non-system pole
(thin line) at di�erent time delays. The system pole root locus starts at a gain of zero, while
the portion of the non-system pole displayed starts from the horizontal axis with a gain larger
than zero. The maximum gain is 50 for both poles. A bifurcation occurs at a time delay of
about 0:11265 s. The poles selected are such that the system pole is the dominant pole for
time delays less than 0:112 s and the non-system pole is the dominant pole for time delay
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Figure 17. Root locus of the system poles and two non-system poles for time a delay
of 0:11 s, using collocated integral control.

Figure 18. Root locus of the system poles and two non-system poles for time a delay
of 0:13 s, using collocated integral control.

greater than 0:113 s. Initially (for small time delays), the system pole is the dominant pole,
as the time delay is increased the root loci of the two poles move closer until they touch
(approximately at a time delay of 0:11265 s). This is the point where the bifurcation occurs.
At the bifurcation, one ‘arm’ of the root loci is exchanged among the two poles. The system
pole gives the ‘arm’ that dictates the maximum gain for stability to the non-system pole, and
the non-system poles gives the slow moving ‘arm’ to the system pole. After the exchange
of ‘arms’ at the bifurcation, the root loci of the two poles move apart as the time delay is
increased.
To con�rm that a non-system pole is actually the dominant pole, two experiments are

conducted on the two-degree-of-freedom torsional bar. The system is fed a sine wave with
a given frequency, and the steady state amplitude of the response of disk 1 is recorded for
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Figure 19. Root loci for di�erent time delays showing bifurcation for collocated integral control.

di�erent gains, while the control e�ort is active. The experiments are conducted using three
di�erent frequencies. These chosen frequencies are the cross-over frequencies for two of the
system poles (originating from s1 and s2) and a non-system pole at a given time delay. Recall
that the cross-over frequency is de�ned as the purely imaginary value of a pole (moving along
a root locus, and starting in the left-half complex plane) when it �rst crosses the imaginary
axis, as the gain is gradually increased from zero. The time delays are taken to be 0:11 s in
the �rst experiment and 0:13 s in the second. The objective is to experimentally con�rm the
location of points on the root locus.
The results for a time delay of 0:11 s are shown in Figure 20. The frequencies of 13.2 and

59:7rad=s correspond to the cross-over frequencies of the system poles, while the frequency of
43:6 rad=s is the cross-over frequency for the non-system pole. As expected, when the system
is excited near the frequency of the dominant pole, and at a gain close to the maximum gain
for stability, the amplitude of the response increases drastically. However, when the system
is excited at a frequency which is ‘far’ from the cross-over frequency, the amplitude of the
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Figure 20. Amplitude of the steady state response of disk 1 versus gain for di�erent frequencies of the
sine wave using collocated integral control and a time delay of 0:11 s.
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Figure 21. Amplitude of the steady state response of disk 1 versus gain for di�erent frequencies of the
sine wave using collocated integral control and a time delay of 0:13 s.

response does not increase greatly, even in the vicinity of the maximum gain for stability (as
seen for the frequencies of 59.7 and 43:6 rad=s). This experiment con�rms that for a time
delay of 0:11 s, the dominant pole is a system pole which crossed-over at a frequency of
about 13:2 rad=s.
The results for a time delay of 0:13 s are shown in Figure 21. The frequencies of 57.5 and

37 rad=s are the cross-over frequencies for the system poles and the frequency of 11:5 rad=s
is the cross-over frequency of a non-system pole. The plot shows that the amplitude of the
oscillations of disk 1 increases when the system is excited at the expected cross-over frequency
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Figure 22. Experimental maximum gain for stability versus time delay
for non-collocated derivative control.

of the non-system pole near the maximum gain for stability. On the other hand, when the
system is excited at the cross-over frequencies of the system poles (which are not dominant),
the amplitude of the response remains small and almost unchanged near the maximum gain
for stability corresponding to the dominant pole. This behavior con�rms the expectation that
at a time delay of 0:13 s, a non-system pole is the dominant pole.
The experimental results show that a non-system pole can be the dominant pole for col-

located integral control, and that our analysis can predict this behavior. Also, the maximum
gain for stability with time delays is much higher than in the absence of a time delay. The
behavior of the system can be theoretically explained in terms of bifurcation diagrams.
Non-collocated derivative control. Figure 22 represents a plot of time delay versus the maxi-
mum gain for stability for non-collocated derivative control. As before, the solid line depicts
a numerically generated estimate of the maximum gain for stability as a function of time
delay. The data points represent experimentally determined values for the maximum gains for
stability at various time delays.
The numerical results show a trend of increasing maximum gain for increasing time delay

until about 0:04 s where the gain decreases. Thus a proper choice of time delay can give the
system a much larger maximum gain for stability than if there were no time delay.
Figure 23 shows the numerically determined maximum gain for stability versus time delay

for the torsional bar using non-collocated derivative control. For the time delays shown, the
dominant pole is always a system pole. Again, points denoted by ‘o’ correspond to system
poles originating at s1, and the points denoted by ‘*’ correspond to the system pole originating
at s3. In the range of time delays shown, there are three instances in which the dominant pole
changes from one system pole to another. The changes occur at time delays of about 0.04, 0.08
and 0:125 s. Figure 24 shows the expected cross-over frequency (frequency of the dominant
pole at the maximum gain for stability) versus time delay. The fact that the dominant pole
changes from one system pole to another suggests the presence of bifurcations at the locations
where the changes occurs.
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Figure 23. Expected maximum gain for stability versus time delay
for non-collocated derivative control.
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Figure 24. Expected cross-over frequency versus time delay for non-collocated derivative control,
showing possible bifurcations at about 0.0396, 0.08 and 0:125 s.

The maximum gain for stability for non-collocated derivative control which is independent
of time delay, given by Result 3.4 is 0.007988. When the time delay is zero, the above time-
delay-independent maximum gain for stability is achieved (see Figures 22 and 23). There is
close agreement between the computational results from this section and the results from the
method of Section 3, with regards to the maximum gain for stability independent of time
delay.
A bifurcation occurs at a time delay of about 0:0396 s. This bifurcation is shown on

Figure 25, which shows the root loci of two of the system poles for di�erent time delays.
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Figure 25. Root loci for di�erent time delays showing bifurcation for non-collocated derivative control.

At the bifurcation, one ‘arm’ of the root loci is exchanged among the two system poles. The
thick line represents the root locus for the pole originating at the open loop pole s1, while
the thin line is the root locus for the pole originating at s3. The root loci correspond to gains
between 0 and 0.12. The general behavior of the root loci of the poles at the bifurcation is
similar to the one for collocated integral control (see Figure 19). The main di�erence between
the two cases is that for collocated integral control, a system pole and a non-system pole are
involved, while for the present case, only system poles are involved. At a time delay of about
0:08 s we have another bifurcation. However this bifurcation is less dramatic; there is no
intersection of the root loci of the poles. The change of dominant pole occurs simply because
there is a change in the rate at which the poles move across the complex plane.
The experimental and numerical results presented in this section show that for collocated

integral control, there are time delays for which the dominant pole is a non-system pole.
On the other hand, in the experiments with non-collocated derivative control, the dominant
pole is a system pole (for the range in time delay considered). Good agreement between the
experimental and the numerically expected maximum gain for stability is observed. For both,
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collocated integral control and non-collocated derivative control (see Figures 12 and 22), the
introduction of a suitable time delay, will yield a higher maximum gain for stability than
the one for the system with no time delay. The next section deals with the control of time
invariant systems with system uncertainties that include uncertainties in the time delay that is
used. We model this uncertainty as a time-varying time delay.

5. CONTROL OF UNCERTAIN SYSTEMS

The models presented in Sections 2 and 3 do not include system uncertainties in the formula-
tion. However, the numerical results presented in Section 2.5, suggest that structural systems
may remain stable after the parameters of the system are slightly perturbed (or uncertain).
This section deals with the robust state feedback control of time invariant dynamic systems
with time varying control delays and system uncertainties. Corless and Leitmann [18], Gutman
and Leitmann [19], and Chen and Chen [20] have worked on control systems which deal with
uncertainties embedded in the system’s structure or with externally introduced uncertainties
(like measurement noise). In this section we introduce a new set of uncertainties in the sys-
tem, in terms of the time delay in the control. Here the time delay in the control is allowed
to be a bounded function of time.
Consider the system whose response x(t) is governed by the matrix di�erential equation

x′(t)=Ax(t) +
Ax(t) + Bu(t) +
Bu(t) + �Bu(t − h(t)) (39)

where the m-vector u(t) is the control function, the matrices 
A; 
B; �B have uncertain
entries and h(t) is the time-varying time delay. The matrices A, and 
A are n by n; B;
B
and �B are n by m, and x(t) is an n-vector.
The elements of the uncertain matrices could either have deterministic or stochastic forms.

Thus the stochastic uncertainties which are usually present in the sti�ness and damping ma-
trices can be included in the matrices 
A.
Assume that


A=BD with ‖D‖= k1; k1 ∈ [0;∞)

B=BE with ‖E‖= k2; k2 ∈ [0; 1)
�B=BF with ‖F‖= k̃2; k̃2 ∈ [0;∞)

(40)

The above assumptions on the norms of the matrices can be interpreted as, the uncertainties
in the system are bounded by known constants k1; k2 and k̃2. The restriction that k2 ∈ [0; 1)
is interpreted as follows: the uncertainty in the control cannot be so severe as to reverse the
direction of the control action, for then one is not able to tell if the control is in the desired
direction.
If the state feedback control u(t) is chosen as

u(t)=− 1
2 �B

TPx(t) (41)

where P is the solution of the Lyapunov equation,

ATP + PA=−(Q +H); P; Q;H¿0 (42)
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then the response of system (39) is stable, provided that the following conditions are satis�ed.

h(t)¡h0; h′(t)6a¡1 and ¿4�2 (43a)

where

�2 =
k̃22‖BTP‖2

4(1− a)�min(H) and =
(1− k2)2�min(Q)

k21

The control gain is chosen as

�6
(1− k2)
�2 + �

; �¿0 (43b)

where � is a positive constant which has to satisfy the condition,

− 2�2
2

{1−
√
1−	2}¡�¡− 2�

2

2
{1 +

√
1−	}

here

	=
2�2

− 2�2
The result presented shows that systems with uncertainties in the parameters and in the time-
delayed controller can be stabilized under special conditions. For a proof of the result and
numerical simulations which validate it, see Udwadia et al. [21] and Udwadia and Hos-
seini [22].

6. CONCLUSIONS

In this paper we have studied time-delayed control of structural systems from several view-
points. We show that the purposeful injection of time delays can indeed improve both the
stability and performance characteristics of controlled systems. Rather than developing com-
plex schemes to eliminate, compensate for, or nullify time delays (as has been the traditional
view), we show analytically, numerically, and experimentally that time delays can be pur-
posefully and intentionally used to good advantage. This becomes more so important because
time delays are indeed ubiquitous in control systems. Furthermore, we show that such time
delayed control can be made robust with respect to uncertainties in the system’s parameters
and uncertainties in the implementation of the time delays themselves. We present next a
detailed set of conclusions.
Section 2 deals with the control of classically damped structural systems. Results for collo-

cated and non-collocated control of damped and undamped multi-degree-of-freedom systems
were given. For undamped and underdamped system, several analytical conditions on the time
delay that guarantees that the closed loop system poles move to the left in the complex plane
are given. Since PID control is one of the most commonly used control laws in practice,
we use this controller to obtain conditions when time delays can stabilize undamped systems.
We illustrate our results using numerical computations. We show that non-collocated deriva-
tive control that is unstable in the absence of time delays can be made stable through the
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simple introduction of suitable, intentional time delays. The robustness of time delayed control
to variations in the values of the structural parameters (mass and sti�ness) and the time delay
itself is numerically explored for non-collocated derivative control. The results show that even
under considerable perturbations of the parameter values the system remains stable.
General non-classically damped systems are treated in Section 3. The results presented deal

with the case of one actuator, and the transfer function of the controller is assumed to be an
analytic function. The main results can be summarized as follows: (1) When all the poles
of the open loop system have negative real parts and the controller transfer function is an
analytic function, then for any given time delay there exists a range in the gain (which is, in
general, dependent on the given time delay) for which the closed loop system is stable. (2)
For a single actuator and a sensor under the same conditions a before, there is an interval
of gain which is independent of time delay for which the system is stable. This gain can be
computed without knowledge of the time delay. (3) We show that through a proper choice
of time delay, one may obtain a larger maximum gain for stability than the one for the
system with no time delay. Thus the injection of a time delay could signi�cantly improve the
performance of the control of such a system.
Experimental and numerical results on the control of a two-degree-of-freedom torsional

bar are presented in Section 4. The main results are summarized as follows: (1) Experi-
mental results showing the maximum gain for stability versus time delay, for both collo-
cated integral control and non-collocated derivative control, exhibit close agreement with the
numerical=analytical expectations. Furthermore, the results show that the presence of a time
delay will actually increase the maximum gain for stability, when compared with the maxi-
mum gain for stability when the system has no time delay. (2) For non-collocated derivative
control, we numerically �nd that the dominant pole (the pole that dictates the maximum gain
for stability) is always a system pole (for the range of time delays analysed). For di�erent
time delays the dominant pole may change from one system pole to another. At these time
delays we have bifurcations. (3) For collocated integral control, we numerically �nd that the
dominant pole can be a non-system pole. This result is corroborated by actual experiments. As
with the non-collocated case, the dominant pole changes as the time delay is varied, and now
bifurcations involving system and non-system poles occur. We illustrate such a bifurcation
both experimentally and computationally.
Finally, Section 5 deals with the robust state feedback control of time invariant structural

systems with time-varying time delays and system uncertainties. A state feedback control
is suggested that guarantees the stability of the system, provided, principally, the so-called
matching conditions are met.
Even though we have taken di�erent approaches when dealing with the time-delayed con-

trol of structural systems, throughout this paper there is the recurring theme that under an
appropriate choice of time delay, the maximum gain for stability could be greater than the
maximum gain for stability obtained when no time delay is used. Since time delays are ubiq-
uitous in the control of large scale structural systems, this strongly suggests the idea that
instead of trying to eliminate=nullify time delays, we may actually want to introduce them
appropriately in order to provide stable non-collocated control. We also show that this in-
crease in the maximum gain for stability in the presence of delays can improve the control
performance especially for non-collocated control.
Our results, both experimental and analytical, indicate that the research presented in this

paper will be of practical value in improving the performance and stability of controllers.
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Through the proper purposive injection of small time delays, it is possible to dramatically
improve the performance and stability of certain control systems. Furthermore, the injection
of small time delays can be easily implemented in a reliable and nearly costless way on
an already installed controller. Thus the performance and stability of active control systems
that are already installed in building structures can be enhanced in a nearly costless way by
including appropriate and intentional time delays in the feedback loop. This makes the method
very attractive from an economic and safety retro-�t standpoint when dealing with the active
control of structural systems subjected to strong earthquake ground shaking.
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